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Non-technical Summary

The academic and policy debate on the role andctimsequences of university—industry
interactions has led a substantial body of empistadies on numerous forms of interactions
that occur between academe and industry. Universiggarch has been found to positively
affect industrial innovations for instance by exgiag the pool of ideas from which private
sector firms draw when searching for solutions tmmchew technological challenges. Fewer
studies, however, have taken the perspective taateanic research may actively source ideas
from industry shaping research agendas. Closeaktiens, for instance in the form of joint
research, contract research and consulting, aeyltk have a lasting impact on both parties
involved.

This study aims to fill this gap in the literatwesing data from different data sources among
which a survey of university science and engingedapartments in Germany to study the
relationship between research funding, sourcesdefs and research productivity. Recent
studies argued for a direct relationship betwesearch grants and research outcome, but left
the ways in which academic research is affecteckploeed (e.g. Blumenthal et al. 1996;
Geuna 1997; Manjarrés-Henriquez et al. 2008; Haiteand Thorwarth 2011; Banal-Estanol
et al. 2012; Lawson 2012). In the following anadysie therefore investigate if and how
research funding, in particular project based tHparty funding” relates to the channels
through which university researchers source idé&@e. distinguish between traditional
scientific sources, institutional and industriausmes. Furthermore, we study the influence of
different sources of ideas on research productiintyterms of publications in scientific
journals and patents.

The results show that research funding is indeebcieted with sourcing of ideas that
impacts research agendas by providing impulses d@cademic research. Estimating
simultaneous equation models, we find that the drighe share of the departments’ funding
from industry, the higher the likelihood that depaents source ideas from industrial partners,
especially from large firms. Second, taking intoc@mt unobserved heterogeneity we
estimate count data Poisson models that show liesetdifferent sources impact research
productivity. In particular, departments sourcingeas from large firms show lower
publication rates as well as fewer citations pebligation in the seven years following the
survey. We do not find such a negative effect oblipations from ideas sourced from small
and medium-sized firms (SMEs). Contrarily, we ewvbserve a positive effect on the number
of patents on which the professor was listed asntor if ideas were sourced from SMEs

while impulses from large firms result in fewer gats.



Das Wichtigste in Kirze

Die Diskussion in Politik und Forschung Uber diell&ound die Konsequenzen von
Interaktionen zwischen Wissenschaft und Indust@sultierte in einer grof3en Zahl
wissenschaftlicher Studien, die sich mit den vdestdmen Formen solcher Beziehungen
auseinandersetzen. Die Bedeutung universitarerckong fir industrielle Innovationen,
beispielsweise durch die Anregung von Ideen furSliehe nach neuen Losungsansatzen und
bei der Bewaltigung technologischer Herausfordeeang wurde dabei besonders
herausgestellt. Wesentlich weniger Aufmerksamkeitde der Frage gewidmet, in wieweit
wissenschatftliche Forschung aktiv Ideen aus deraktion mit der Industrie bezieht, welche
die Ausrichtung der Forschung insgesamt beeinflugdanten. Dabei ist es wahrscheinlich,
dass eine enge Zusammenarbeit, beispielsweiserim Gemeinsamer Forschungsprojekte,
Auftragsforschung und Beratung, einen bleibenderfilss auf beide involvierte Parteien hat.
Die folgende Studie hat daher zum Ziel, diese Luickeler Literatur zu schlie3en. Dafir
werten wir im Folgenden Daten fur verschiedene s&&inle in Ingenieur- und
Naturwissenschaften in Deutschland aus. Dabeiassgert uns insbesondere die Beziehung
zwischen Forschungsfinanzierung, Ideenquellen urkbrschungsproduktivitat. Aktuelle
Studien legen nahe, dass eine direkte Beziehungchem finanzieller Forschungsférderung
und Forschungsergebnissen in Form von PublikatiomehPatenten besteht (z.B. Blumenthal
et al. 1996; Geuna 1997; Manjarrés-Henriquez e2@08; Hottenrott and Thorwarth 2011,
Banal-Estanol et al. 2012; Lawson 2012). Diese [angse lassen aber offen, durch welche
Wirkungsmechanismen die beobachteten Zusammenhzastgende kommen.

Im Folgenden untersuchen wir daher explizit, ob imdie weit Forschungsfinanzierung in
Form sogenannter Drittmittel die Faktoren beeirsilusdurch welche Universitats-
wissenschatftler ihre Forschungsideen generierenbeiDainterscheiden wir zwischen
traditionell-wissenschaftlichen, institutionellemcu industriellen Faktoren. Daruber hinaus
untersuchen wir den Einfluss dieser unterschiedhch Ideenquellen auf die
Forschungsproduktivitdt. Die Ergebnisse simultar@leichungsmodelle zeigen, dass
Forschungsfinanzierung in der Tat mit der Genengruon Forschungsideen, welche die
Ausrichtung und somit die Gestaltung der Forschaggsda beeinflussen, in Verbindung
steht. Je hoher der Anteil der Drittmittel, die &ehrstuhls aus der Industrie bezieht, desto
wahrscheinlicher, dass der Lehrstuhl auch Ideerdausndustrie - insbesondere von grof3en
Unternehmen - schopft. Im zweiten Schritt, zeigém Ergebnisse, dass die verschiedenen
Ideenquellen unterschiedliche Wirkungen auf diesBloungsproduktivitat haben. Lehrstihle,
die Ideen von gro3en Unternehmen beziehen, putdizieeniger wissenschaftliche Aufsatze
in den Folgejahren und erhalten weniger Zitatiopem Publikation. Fir Ideen von kleinen
und mittleren Unternehmen, finden wir keinen sofcEdfekt. Im Gegenteil, es zeigt sich ein
positiver Effekt auf die Anzahl der Patentanmeld@m@uf denen der Lehrstuhlinhaber als
Erfinder vermerkt ist, wéhrend sich wiederum Ideeon Grol3unternehmen in einer
geringeren Anzahl an Patenten niederschlagen.
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Abstract
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1 INTRODUCTION

Since the early 1980s, there has been an acadaahipdicy debate about the role and the
consequences of university—industry interactiorfge ihterest in these issues has triggered a
substantial body of conceptual and empirical swidiEhis previous work identified and
studied numerous forms of interactions that ocatwwben academe and industry. Most of
these studies, however, take the perspective dirtheand point out channels through which
the private sector sources know-how from scienak l@nefits from it (e.g. Nelson 1986;
Jaffe 1998; Mansfield 1995, 1998; Narin et al. 19Bfall et al. 2000; Salter and Martin
2001). The common underlying idea in this streanresiearch is that university research
creates and expands the pool of ideas from whislager sector firms draw when searching
for solutions and for new technological challen(g=e e.g. Fleming and Sorenson 2004). Few
studies, however, have taken the perspective ttatemic researchers may actively source
ideas from industry shaping their research agerfdas Agrawal and Henderson 2002).
Continuous and even occasional close interactimnsnstance in the form of joint research,
contract research and consulting, likely have ngsmpact on both parties involved.

The current study aims to fill this gap in the ritieire using data from university research
units in Germany to study the relationship betwessearch funding, sources of ideas and
research productivity. In the following analysis imgestigate if and how research funding, in
particular project based “third-party funding” riga to the channels through which university
researchers source ideas. We thereby distinguisiveba traditional scientific sources,
institutional and industrial sources. Furthermave, study the influence of different sources
of ideas on research productivity in terms of peadions in scientific journals and patents.
Recent studies argued for a direct relationshigvéen research grants and research outcome,
but left channels through which academics’ soudsas unexplored (e.g. Blumenthal et al.
1996; Geuna 1997; Manjarrés-Henriquez et al. 2B@8tenrott and Thorwarth 2011; Banal-
Estanol et al. 2012; Lawson 2012). Some of thigiptes research suggested that the share of
industry funding negatively affects publication putt in subsequent periods. This, however,
did not allow one to differentiate if this effectw due to time constraints of the researchers
involved in industry funded projects, non-disclaswauses, or due to an impact on the
research content that leads to research agendaaréhanore in line with industry interests
than with scientific relevance. Therefore, thedaling analysis aims at graining out the effect
stemming from the “idea sourcing” argument. That we investigate whether research

funding is indeed associated with “idea sourcirgitimpacts research agendas.



Estimating simultaneous equation models, our resupport this hypothesis. First, we find
that the higher the share of the research unitedifg from industry, the higher the likelihood
that units source ideas from industry partnerse@sfly from large firms.

Second, taking into account unobserved heterogeweitestimate count data Poisson models
that show that these different sources impact reBeproductivity. In particular, research
units sourcing ideas from large firms, show loweblgation rates as well as fewer citations
per publication in the seven years following thevey. We do not find such a negative effect
on publications from sourcing ideas from small amedium-sized firms (SMEs). Contrarily,
we even observe a positive effect on the numbgatdnts on which the professor was listed
as inventor if ideas were sourced from SMEs whileas from large firms result in fewer
patents.

The following section summarizes relevant thoudintsn the literature and presents our
hypotheses regarding the role of research gransdinmulating research agendas. Section 3
derives our hypotheses on how sources of ideasimagct research productivity. Section 4
describes the data and section 5 sets out the m®arno framework and presents the results.

Section 6 concludes.

2 RESEARCH GRANTS AND RESEARCH CONTENT

Very few studies directly address the role of gsaamdd sponsorship on university research
content. Previous research mostly takes the pdrgpenf the firms involved. Survey-based
evidence by Cohen et al. (2002), for instance, shibwe that the key channels through which
university research impacts industrial R&D besigeblished research articles and reports,
conferences and meetings are formal and inform#bhloaration, contract research and
consulting. Additionally, previous research foumattprivate sector firms that source ideas
from academia usually derive large benefits foirtteehnological innovations for instance by
getting access to specialized knowledge and equip(Nelson 1986; Jaffe 1998; Mansfield
1995, 1998; Narin et al. 1997; Hall et al. 2000ite8aand Martin 2001). It is therefore not
surprising that firms increasingly seek direct emhtto university researchers. Sponsoring
research may constitute such a direct form of gginaccess to scientific knowledge.
Furthermore, research funding may lead to contisuadustry-science relations by making
researchers more willing to collaborate and henuerease transfer of technological
knowledge from science to industry which fostersl atcelerates industrial innovations
(Bogler 1994). The increasing share of researchtgrstemming from the private sector in

many OECD countries provides support for this raasp(see OECD 2009 for details).



From the scientists’ perspective, industry grar$® grovide an attractive source of funds
supplementing ‘core funding’ and other public reskdunding. Earlier survey-based studies
that asked researchers about their motivations adk with industry or the benefits of
working with industry, such as Lee (2000), stréeg aacquiring funds and research ideas are
the main motives for joint research. Likewise Magldf (1995) concludes from his survey
that a substantial number of university researdajepts were initiated through consulting
activities with firms. This did not only apply tmdustry-sponsored projects. Also public-
sponsored research projects were influenced bylgrsb from industry encountered in
consulting.

Slaughter and Leslie (1997) as well as Benner amtl&rém (2000) argue that funding does
influence the behavior of researchers, also in ¢emf selection of research topics,
methodology and finally research orientation. Gaitalsen and Smeby (2005) indeed observe
that university researchers in Norway who attradgtedlstry funding are more likely to
describe their research as “applied” compared &eaehers without industry funding.
Similarly Glenna et al. (2011) find such a cornelatfor biotechnology scientists in the U.S.
An analysis by Bozeman and Gaughan (2007) documeemissitive correlation between
industry grants and the “industry involvement” afiversity researchers and Slaughter and
Rhoades (2004) argue that university researcheyshbmanotivated to interact with private
companies for reasons other than access to adalitiesearch funding, like finding potential
co-authors and ideas for their research agendallfirBoardman and Ponomariov (2009)
study the effects of industry grants on a broads$@tdictors. They conclude that additional
industry grants increase the likelihood of univigrsscientists co-authoring papers with
industrial scientists for academic journals, howeyeovide no indication of whether this
joint research is inspired by science, industrpath.

Thus, no empirical study so far analyses whethdustry funds (or public grants) have a
direct impact on idea sourcing. A sponsor may becarnisource of ideas” through various
mechanisms. Funding relationships may either cantleeacompromise of accepting research
impulses from the sponsor usually for a joint pcoj@nd/or ideas simply spill over during a
funded research project and influence future reseeither with, but also without the explicit
intention of doing so. As industry grants usuailydlve more than a transfer of money they
may therefore also impact research more directlychScontracts may include detailed
specifications of the expected research such asispreobjectives, methods or materials,
separation of liabilities and the division of owsieip of obtained results.



Independently of the design of the negotiated agese, sponsoring relationships generally
also involve mutual personal contacts between usiiyeresearchers and the sponsoring firm
which facilitate the exchange of ideas. Public tgaon the other hand usually focus on
advancing public knowledge, but usually do not imegersonal contacts with the sponsoring

agency. Therefore, we expect

Hypothesis 1: The larger the share of a researcit'subudget stemming from industry, the

more likely that industry has been an importantrsewf ideas for research at the unit.

On the other hand, we would expect a stronger lativae between public grants and

traditional scientific sources of ideas. Thus,

Hypothesis 2: The larger the share of a researdtisibudget stemming from public funding
institutions, the more likely that traditional soidfic and institutional sources have been

important sources of ideas for research at the.unit

Whereas Cohen et al. (2002) find that the influesicpublic research on industrial R&D is
disproportionately greater for larger firms comphte medium-sized firms, we hypothesize
that larger firms may have a stronger influenceéh@npartnering university researchers’ ideas.
First, this may simply be explained by the largeoant of funding that is provided by larger
firms. Lee (2000), for instance, finds in his swywethat benefits of industry sponsored
projects in terms of funding for graduate studeartd lab equipment are larger if it involves
large firms as they offer more research supporefiksnthan SMEs. Consequently, one can
also argue that larger benefits result in a laigBuence on the research conducted at the
funded research unit. Secondly, large firms mayehaore capacity to engage their own
researchers in joint research projects as welhdbke supervision of contract research and in
the exchange of results. Moreover, larger firms m@ynclined to leave less flexibility to the
researcher as their own in-house R&D needs to igaea with the university research. The
design of research grants from SMEs thus may diffam the set-up of those with large

firms. Thus, we hypothesize that

Hypothesis 3: The share of industry funding shdoéd more decisive in explaining the
influence of large firms on the research unit'seasch agenda than that of SMEs.



3 SOURCES OF IDEAS AND RESEARCH PRODUCTIVITY

Earlier research mostly assessed quantitativelytiveneresearch outcome is affected by
research sponsorship (e.g. Blumenthal et al. 19@épjarrés-Henriquez et al. 2008;
Hottenrott and Thorwarth 2011; Banal-Estanol et28l12; Lawson 2012) and the results
suggest that industry funding may negatively affsctentific performance in terms of
publications, but may also inspire patent produtstiPublic grants, on the other hand, have
been found to positively affect research produsti¢Carayol and Matt 2006, Hottenrott and
Thorwarth 2011, Thursby and Thursby 2011). Howetrer,analyses did not shed light on the
underlying mechanisms driving these results. Algitosometimes implicitly assumed, no
previous study explicitly investigates whether fingdindeed affects research agendas by
providing a source of ideas and if the sourcesitisgtire university research may explain the
observed phenomena. While there is some evidendbeorole of different sources of ideas
for the productivity of industrial R&D (see e.g.l&h 1965; Klevorick et al. 1995; Salter and
Gann 2003), for university researchers the mosivegit sources of inspiration have usually
been assumed to be found in their scientific emvitent. However, in light of a changing
university landscape and an increasingly blurreddéo between industrial research and
applied university research (Mowery 1998; Auraned Bieminen 2010), it seems obvious to
assume that university research is influenced ihale range of idea providers also outside
the university and scientific communityin particular, in light of industry as a signifita
sponsor of university research, the impact of fimasources of ideas on academic research is

of key interest for research policy. Thus, we hjesize that

Hypothesis 4: Sources of ideas affect universitulfg's subsequent research in terms of

quality and quantity.

However, the critical question is whether the intpEdndustry on research output is positive
or negative. Previous literature does not univgcaliggest a certain direction. One stream of
literature suggests that the impact may be negdttvaditional scientific sources of ideas are
fully or only partially substituted with ideas fromdustry that result in research agendas
further away from basic scientific interests. Sagendas may then have lower chances of

leading to results that can be published in pegeweed journals resulting in a lower number

Traditional sources of ideas may be divided in rtifie and institutional sources, with the formerogp
including scientific literature and academic coeferes as well as different kinds of research-réldtda bases.
Institutional sources thereby comprise the direiversity environment, public research centers @htbrms of
knowledge exchange within these institutions.



of academic publications. In other words, reseagdgndas may shift from topics of scientific

interest to a selection of research projects orbdses of their perceived value in the private
sector and not solely on the basis of scientifmgpess. Increased stimulus from industry on
research conducted within universities may thus bk accompanied by a shift in scientists’

research agendas that result in less effort devotédsic research. As argued by Trajtenberg
et al. (1997) industry research and developmentOR& directed at commercial success

while university research focuses on solving funeatal scientific questions. Thus research
that addresses market demands may not necessaclpse to the academic research frontier
which may be reflected in fewer citations per pedgiion. Thus, we refinelypothesis 4o:

Hypothesis 4a: If industry is an important souréedeas for university faculty, research may
be influenced such that it yields less publishablecome, hence a negative effect on
publications and/or citations per publication cae éxpected.

This hypothesis assumes that - at least to someelegsourcing ideas from industry induces
a “skewing problem” which diverts university resgain directions of lower academic value,
particularly at the cost of more basic researckutfh a skewing problem exists, an increased
influence of industry on research agendas may patential long-term effects on the future
development of science. Further, long-run effectsnf industry-inspired research projects
thus may arise if the impact on the research agemdaermanent and not a temporay
phenomenon. These concerns rest, however, on ésermption that there is indeed a trade-
off between research that is being disclosed ifigations and more applied work that is of
interest for industry (Rosenberg and Nelson 1994).

This assumption has been challenged, however, @nibe argued that if industry partners
impact the researchers’ scientific interests, othesearch at the departments may be
positively influenced by the sourcing of new idéamsn industry that expand their traditional
research agendas (Rosenberg 1998). Additionallyearehers may utilize the industry
partners’ facilities in order to materialize thesieas. There have been a few theoretical
papers that argue that industry can provide ideaddsic research in the sense that applied
problems nurtures ideas for basic research (Thueskgl. 2007; Banal-Estanol and Macho
Stadler 2010). This is in line with the notion bét“Pasteur's quadrant” where basic research
efforts can also be of commercial use (Stoke 199Kgwise Siegel et al. (2003) argue that
“Some scientists explicitly mentioned that theséeractions improved the quantity and

quality of their basic research.” Thus, industryaasource of ideas can provide a new and



fresh perspective and thus improve academic rdsgaedormance resulting in more and

better publications.

Hypothesis 4b: If industry is an important sourdéedeas for university faculty, research may
be influenced such that it yields more publishablécome, hence a positive effect on

publications can be expected.

The direction of the idea-sourcing effect may depen the characteristics of the source. In
particular differences may exist between ideas ftarge and small firms. Previous research
found that larger firms and start-ups have a higivebability of benefiting from academic
research (Mohnen and Hoareau, 2003; Cohen et @02;2Arundel and Geuna, 2004).
Likewise, large firms may provide more ideas fomplagn research or for solutions to
technical problems, thus reinforcing the negatiffece on publication numbers if large firms
provide ideas for more applied research. Small medium-sized firms on the other hand
may be more likely to substitute internal R&D withiversity research, especially in highly
specialized technologies. This implies that smdilens may benefit relatively more from
rather basic research that complements their ovplicagion-oriented R&D. This may be
particular relevant for firms whose R&D employeexl specific skills or resources to
conduct basic research in-house or smaller firrasvitant to reduce the risk and costs related
to it. Perkman et al. (2011) find support for tltta showing that departments with excellent
researchers in physical and engineering sciencesveemore income from SMEs indicating
that excellence and collaboration with SMEs is {posly correlated. Moreover, a qualitative
study by Bjerregaard (2009) on university-industoflaborations of nine Danish universities
and 19 SMEs suggests that collaboration strateffi&MEs differ from those of large firms
in terms of the time-horizon of expected results.phrticular, he finds that while some
collaborations followed a short-term strategy ainadachieving immediate R&D results,
SME partners relied upon a long-term strategy. &Hesg-term strategies by SMEs that do
not push for immediate marketable results may thezeinduce ideas that have a lower
impact on the overall research output as they neaynbre in line with the ex-ante research
orientation of the researcher.

Moreover, the contractual design of the collaboratmay differ between large firms and
SMEs translating into different effects of jointsearch on academics’ research output.
Rappert et al. (1999) report that interaction betweniversities and SMEs usually tends to be

informal, avoiding formal procedures. Large firmsg, the contrary, may be more likely to use



institutional collaborations. Similarly, recent eesch by Bodas-Freitas et al. (2010) stresses
that firms that use personal collaborations as segoto institutional collaborations are
generally smaller. Such informal collaboration magt hinder public dissemination of
research results compared to more formal contrherangements used by larger firms.
Thus,

Hypothesis 4c: Large firms as an important souréddeas for university faculty have a
stronger influence on publishable research outcamterms of both quantity and quality than
SMEs.

In disciplines like science and engineering, redeautcomes may not only be measured in
terms of scientific publications. Academic pategtimas been increasing in recent decades
(Henderson et al., 1998; Mowery and Ziedonis, 20B8una and Nesta, 2006; Verspagen,
2006), not least due to the fact that universitiage actively encouraged patenting and, like
publications in scientific journals, patent applioas disclose scientific knowledge and thus
may contribute to technological advancement. Usiyeresearchers may therefore engage in
patenting and publishing or focus on either agtiwepending on their position in the
academic life-cycle (Carayol 2007, Stephan et @072. Previous research has shown that
industry collaboration and industry support havegoaitive effect on such patenting activity
(Hottenrott and Thorwarth 2011, Lawson 2012). Mee¥p as for instance reported in Lee
(2000), joint patenting also represents an importarotivation for industry-science
relationships. Colyvas and Powell (2006), lookihgeghnology transfer activities at Stanford
University, observe that TTOs and researchersrahgsiry sponsors as potential partners for
licensing. Ideas from industry may thus result maustry-inspired research that is more
applied and of higher relevance for industry anagstbe more likely to produce patentable

inventions. Therefore, we would expect that

Hypothesis 5: If industry is an important sourcad#as for university faculty and research is
thus closer aligned to industry interests than otfibsic) research, such research leads to
patentable outcomes and hence to both more pafgplications and more citations per

patent.

In line with our previous arguments on publicatariput, we would similarly expect that



Hypothesis 5a: Large firms as an important souréaedeas for university faculty have a

stronger influence on patentable outcome in terfrisoth quantity and quality than SMEs.

4 DATA

The empirical analysis of this paper is based onigue dataset that combines different data
sources. The core data was collected through aeguwf research units at German higher
education institutions in the fields of sciencesngineerind. In 2000 the Centre for European
Economic Research (ZEW, Mannheim) conducted a guam®ng a sample of research units
at general universities, technical universities gralytechnic colleges (“universities of
applied sciences”) stratified by regions. The goestaire addressed “head of research unit”
who are in general full professors with budget @edsonnel responsibilify.The overall
response rate to the survey was 24.4%. This suday has been complemented with
publication and patent information at the leveltloé unit's head covering a period before
(1994-1999) and the years after the survey (20@F-RAfter the elimination of incomplete
records, the final sample used for the followinglgsis contains 663 professor-research unit
observations from 46 different institutions of wii&7% are Universities (Uni), 24% are

Technical Universities (TUs) and 19% are Univeesitof Applied Sciences (UAS).

Sources of ideas

This survey data provides us with information oa thources of ideas” as indicated by the
head of the research unit. The questionnaire afsketie relevance of a set of factors for the
units’ research agendas in the three years pregeatm survey. Respondents ranked their
answer from “no relevance” to “high relevance” od-point Likert-scale. The majority of
professors uses several sources, yet we want teotrate on the most important sources. In
order to obtain a binary indicator of whether atipafar factor had been a strong stimulus for
research at the research unit, we recode thessblegisuch that a dummy takes the value one
only, if the source had been ranked to be of “higlevance”. Table 1 shows descriptive

statistics for these variables.

Table 1: "Source of Ideas" Stimulating Research Agedas

% These fields include physics, mathematics and ectengscience, chemistry and pharmaceuticals, bjotogl
life sciences, electrical and mechanical engingesimd other engineering and related fields suaeasciences.
®Usually a chair has only one professor. Larger ensities, however, may also have several professoosie
chair. In any case, only one is the head of theareh unit.

* For each of the 16 German State&r(de), the sample comprises at least one observation.
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little high

Source Type not relevant  relvance relevant relevance
Small or Medium-Sized Firms (less than 250

empl.) 27.90 21.72 28.21 22.17
Large Firms (250 empl. or more) 22.02 17.35 31.22 9.42
Universities 12.22 12.07 29.11 46.61
Public Research Centres 24.43 19.61 29.11 26.85
Technology Transfer Offices (TTOS) 50.53 31.67 33.7 4.07
Consultants 80.84 15.08 3.47 0.60
Exhibitions and Fairs 42.38 33.79 17.04 6.79
Patents 57.62 24.28 14.48 3.62
Academic Journals 13.73 9.35 24.74 52.19
Conferences, Meetings 9.35 7.54 24.43 58.67
Internet, Media, other Data Bases 17.95 16.14 32.58 33.33

*In percent based on 663 observations. Categohetst not displayed in the Table. If professorscéjesd
wothers", we assigned these answers to one ofategories. If that was not possible, the obseruatias
dropped from the sample.

Least relevant sources for research are consudtidgfor many professors, also patents. Most
important sources are conferences, academic jeumarad the university environment. We
conducted a factor analysis, using the maximumhiked factor method, to group these
eleven sources into a smaller number of (unobs¢aggregate factors.

This analysis suggested three groups that canbstelh “Scientific Sources”, “Institutional
Sources”, and “Industry Sources” (see Table A.ldfetails on the factor loadings). Scientific
sources include Academic Journals, Conferencedaatings, as well as Internet, Media and
Data Bases. The second category comprises Uniesrand Public Research Centers as
sources of research. The third group, includeseldigns, SMEs, TTOs, exhibitions, and
trade fairs.

“Consulting” and “Patents” as sources of ideasmditiload highly on any factor, especially in
the factor analysis of the binary indicator. Foe tburpose of our analysis we therefore
decided to consider them as separate categorigmgriato account that multiple answers
were possible, we find that 67.6% and 52.8% of ggebrs named scientific sources and
institutional sources as being of high relevanespectively. Still, 42.1% regarded industry
sources of high importance for shaping their radeagenda (see Table 2). About 85% of
professors indicate at least one source as patigumportant and about 54% named more
than two sources. 43% considered scientific antdtiti®nal, but not industry as important
whereas it was the opposite for only 9%. Roughlg d¢inird of professors in the sample
considered both traditional scientific and instdotl sources as well as industry as highly

relevant.

10



Research Funding

The survey provides information on the amount asdpmosition of funding, including “third-
party funding” received in 1999 in addition to tresearch units’ core funding. In the final
sample 63% of professors stated that they hadvettdunding from industry and 81% had
acquired public research grants in addition tortloere funding. The amount of industry
funding (NDFUND) and its share over the total budg&bsHARB at the level of the research
unit differ between institution types and resedrelts (see Table A.3). On average this share
was 8.7% amounting to about 113 thousand Eurosshibee of research grants from public
sources over total budgeéGOVSHARE)is comparable between universities and technical
universities, but is considerably lower at UASnN average, research units received 22.6% of

their total budget from public research grants,chtdorresponds to 159 thousand Euros.

Professor, research unit and university characterss

The average university (or technical universityuaiversity of applied sciences) had 18,220
registered studentsNISIZE in the survey year. We include a control for ingtdan size in our
analysis in order to capture effects of better wetimg opportunities and scale effects in
research that may affect both sources of ideaseisaw/research productivity.

Additionally we control for research unit size bgunting the number of staff per research
unit (LABSIZB, which is about 22 on average (median 13). The shiateam members with a
non-scientific, but technical backgroutECcHs)is 10.2 on average. A higher share of non-
academic personnel may for instance increase daemroductivity by reducing the
professors’ administrative burden as well as takawgr coordination with collaboration
partners, and research assistance in carryingpatihized experiments etc.

The share of advanced scientists includes researchwth at least a PhD degree
(SENIORSTAFFand is expected to reflect scientific capabilityl aesearch capacity.

The average number of years in acadeBEX®ERIENCEH, i.e. years since completion of PhD, is
about 22 years (also median of 22). Informatiori@nyear in which professors received their
PhDs was gathered from the German National LibtaAlthough professors are rather
homogenous in their career position as they arbedd of a research unit, we still want to

® It should be noted that the sum of INDFUND and GRD is ‘total third-party funding’ and not the &bt
budget. Adding this to the ‘core’ institutional fling (COREFUND) yields the units’ overall funding:
TOTALFUND = INDFUND + GOVFUND + COREFUND.

® In Germany a dissertation is recorded in the Gearhational Library (Deutsche Nationalbibliothekprra few
professors, who according to their CVs either afgiditheir doctoral degree abroad or do not havhely e
used the year of their first publication as a préotythe beginning of their academic career. Iffessors with
very common names like “Muller” or “Fischer” andsal common first names appeared in our dataset, we
preferred to drop these observations from our datsiace publication and/or patent data could motiquely
identified.
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control for some life cycle effects (Van Dalen 1998wursby et al. 2007, Carayol 2007,
Stephan et al. 2007).

We further know from the survey whether a professad contact with his institution’s
Technology Transfer OfficeTTO). As it is conceivable that such contacts may imjeth
stronger technology transfer awareness and therngstraitive burden of industry and other
external relations, it may also have effects oempi@tg and publishing activities. The number
of female professors is small with only 21 of tl83rofessors in our sample. However, we
still want to control for gender differences asemgcresearch found men and women to differ
in their collaborator choice strategies (Bozemad @aughan 2011), which may also affect

idea sourcing. Table 2 provides summary stati$ticthe main variables of interest.

Table 2: Summary statistics (663 obs.)

Aggregate Sources of Ideas (binary) Variable Mean  t8. Dev. Min Max
Scientific Sources SCIENCE 0.676 0.468 0 1
Industry Sources INDUSTRY 0.421 0.494 0

Institutional Sources INSTITUTIONS 0.528 0.500 0

Funding:

Amount Ind. Funding (T €) INDFUND 113.48 273.7433 0 2,539.556
Sﬂg;itof Ind. Funding in % of Total -\ o1 ARE 8.715  13.440 0 100
Amount Gov. Grants (T €) GOVFUND 158.064  439.851 0 7,008.703
gﬂgg’eff Gov. Grantsin % of Total ¢ 5\ sHARE 22584  20.042 0 100
Controls:

Institution size ( total # students) STUDENTS 18,219.70 11,819.43 1,451 59,599
Number of people in lab (FTES) LABSIZE 22.234 31.12 1.2 300
Number of years since PhD EXPERIENCE 21.872 8.68 1 43
Contact to TTO dummy TTO 0.738 0.440 0 1
% technical employees TECHS 10.203 13.773 0 80
% employees PhD SENIORSTAFF  72.259 16.988 3.333 100
University UNI 0.573 0.495 0 1
Technical University TU 0.237 0.425 0 1
University of Applied Sciences UAS 0.190 0.393 0 1
Female Professor dummy GENDER 0.032 0.175 0 1

*Six scientific field dummies not presented. Sedl€a.2 in the Appendix.

Patent and Publication data
We supplemented the survey data with patent antication information at the level of the
head of the research unit. Patent and publicatemords of the responding professor is
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thereby assumed to proxy the research output ofdsisarch unit.Patent information was
drawn from the data base of the German Patent eatkemark Office (DPMA). In particular,
we searched through this database for all patesieh listed professors from our sample as
inventors. We further retrieved “forward citationsy these patents, that is, the number of
citations received by each patent after filing. vikand citations have been shown to be
suitable measures for quality, importance or sigaifce of a patented invention and have
been used in several studies (see e.g. Hendersdbnl®98; Hall et al. 2001; Czarnitzki et al.
2009).

The publication track records of professors werbected via the ISI Web of Scierite
database of Thomson-Scientific (Philadelphia, PAAYU This database covers all significant
document types within a comprehensive collectioracddemic journals. We searched for
publications (articles, notes, reviews and lettefsprofessors in our sample through t&é
Web of Knowleddeplatform by name. Subsequently we manually filtetteel results on the
basis of affiliations, addresses and researchsfididorder to assign publications correctly to
professors, we further collected information onirtkareer paths in order to relate publication
records to professors even if the affiliation sdab@ the publication did not correspond to the
professor’'s current affiliation. Like for patentse collected the number of citations for each
publication. Despite some limitations (van Dalerd ddamer 2005) several authors have
shown, that citation counts are an adequate imatitatevaluate research output (Garfield and
Welljams-Dorof 1992; Baird and Oppenheim 1994).

All patents, publications and citations were cdkeicfrom the professor’s first entry until the
end of 2007. For our main analysis, we limited tinge horizon to the period from 1994 to
2007. This corresponds to an “activity window” @ gears before (1994-1999) and eight
years after the survey (2000-2007). Table 3 pravidiescriptive statistics for these variable
split into the two activity windows. Like commonrfpublication output, a relatively small
number of professors is responsible for the mgjaiftpublications (see e.g. Stern and Jensen
1983).

" Even though we do know the number of each chaimployees and details on their qualification, wendo
have further details (e.g. name) of the individig@lm members. Thus, we cannot collect publicatiah @atent
information at the team member level and use tHaigations (and patents) of the head of the researit
justified on the basis that in science and engingeat German institutions it is common practicéndude the
‘head’ on every publication co-authored by his ‘snitembers.

® The populaimpact factorof the journal in which an article was publisheduld also have been available, but
since we study different fields of science, jourimpact factors have been shown to be less apjattep(see
Amin and Mabe 2000).
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11% did not publish in relevant field journals asluded in the ISI database and 44% had not
applied for any patent. 10% of professors publisheaily 42% of the total number of 32,971
publications. The same is true for citations: thare very few highly cited professors and
10% of publications received no citation at all. the other hand, there are professors with
more than 10,000 total citations or more than li&ions per paper. For patent applications
and citations, we see a similar picture. 10% ofigesors account for about a quarter of the
3,010 patent applications. The fact that not atepaapplications are successful has to be
taken into account when looking at the mean ofngdt@ward citations which indicates that
two-thirds of patent applications did not receivy aitations. (See Table A.3 in the appendix

for publication and patenting numbers by researil.j

Table 3: Scientific Output (663 obs.)
Scientific Output 1994-1999:

Publications PUB1994-1999 11.329 20.573 0 243
Average Citations per Publication ~ CITperPUBgg4.1999 11.586 20.201 0 210.96
Patents PATi904-1999 1.388 3.447 0 32
Average Citations per Patent CITPAT 9941999 3.918 17.436 0 219.50
Scientific Output 2000-2007:

Publications PUB,000-2007 18.79  30.659 0 211
Average Citations per Publication  CITperPUBygo-2007 5.493 7.324 0 42.45
Patents PAT>000-2007 1.371 3.475 0 36
Average Citations per Patent CITperPAT%og0-2007 0.209 0.843 0 14.75

5 EMPIRICAL ANALYSIS

The following empirical analysis takes place in tywarts. First, we study the effects of
research grants on sources of ideas. Thus, we tavafted light on the correlations between
grants from private and public sector sources aedlifferent sources of ideas as outlined in
the beginning of the previous section. We hypotteesas described in section 2, that grants
and contracts affect the relevance of differentreeai of ideas controlling for university and
research unit characteristicSTUDENTS LABSIZE, EXPERIENCE, TECHS, SENIORSTAFF, R4B
1009 PATi905.1000@aNAGENDER).

The second part of the analysis aims at sheddyhg &in how different sources of ideas affect
research productivity. As potential effects areikely to show up immediately, we observe
the scientific output up to eight years after thievey. We thus expect journal publication
output and patent applications in the post-suneaxjop 2000-2007 to be a function of sources
of ideas that shape the research age(®{ZIENCE, INSTITUTIONS, INDUSTRYand past
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publication and patenting efforBUB,ggs.1000 PATi005.1009, @S Past performance is likely to affect
future performance due to a ,cumulative advantag&dditionally, lab size(LABSIZE)
experiencgEXPERIENCE)and the skill composition at the lab in terms of ffercentage of
technical employeesTECHS) and senior researche(SENIORSTAFF)may affect scientific
productivity. Further, we consider attributes sashthe research field, the type of institution
and gender as control variables in the econometaclels to be estimated. Finally, as
publication or patent output may not only be ateldin terms of quantity, but also quality, we

estimate the effects on average citations per gaodn and patentC(TperPUB, CITperPAJ.

5.1 Econometric set-up
5.1.1 Research funding and sourcing ideas

We estimate n-equation multivariate probit modkls & and 8, respectively) that can be

written as:
Ym =XmPm +Em, m=1,..,h (1)
Ymn=Dm>0), m=1,..,h (2)
€ = (&,...6,)'~N(0,%) (3)

where m represents the different sources of ideas. Theamnag-covariance matri¥, has
values of 1 on the diagonal due to normalizatioth @rrelationg,.= p, as off-diagonal

elements. The log-likelihood function is then giumsn

InL = (By, ... ), S y|x = YL, Indy, ((Qi,1,xi,1,31; ---;Qi,h,xi,hﬁh);ﬂ) (4)
whereqiy, = 2y;m — 1.
The matrix Q has values of 1 on the diagonal angy = wy; = q;;q;kpix for j 7k and
and j,k =(1,..,h) as off-diagonal element,,denotes the joint normal distribution of order
The expression for the log-likelihood function thasolves anh-dimensional integral that
does not have a closed form. It can be evaluateterioally through simulation. We employ
Maximum Simulated Likelihood Method using the GHHKmslator (Geweke 1989,
Hajivassiliou and McFadden 1998, and Keane 1994 .aFdetailed description of simulation
methods we also refer to Train (2009). We use ser-written commandmp in Stata to

estimate the multivariate probit models (see Roau2@09)°

° The simulation method requires to draw randomakdeis from an upper-truncated normal distributidre
employ draws based on Halton sequences as thayaeeeffective for simulated MSL estimation thaeymdo-
random draws (Train 2009).
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We estimate two specifications of our main modelvbfch the results are presented in Table
4 and 5, respectivel§). As can be gathered from Table 4, the share ofifignstemming from
the private sectaiNDSHARE)is significantly positive only in theN\DUSTRYequation, pointing

to a positive relationship between funding fromusiily and sourcing research ideas from
industry partners that stimulate research at thie This confirmsHypothesis 1Grants from
the public sector, on the other hand, is associatghd ideas stimulated by traditional
scientific sources and scientific institutions daoming Hypothesis 2The control variables
show a diverse picture across the different sountédeas. The equation for consultants did
not yield any informative insights and will be hefarth omitted from the next specification
presented in Table 5. In the model presented ifeTapwe distinguish industry sources by
firm size, i.e. large firms and SMEs to gain insgbn which factor(s) inside the industry
group drives the result. Other potential sources that were categorizechdsstry sources
before were TTOs as intermediaries between unikessiand industry partners and
exhibitions and trade fairs. The latter two werbsaumed in the group label@dINDUSTRYas
presented in column 5 of Table 5. The results stiwat the positive relationship between
industry funding and idea stimulus was driven lygéda firms rather than SMEs confirming
Lee (2000) and ourypothesis 3However, we also see that public grants can becested
with ideas from large firms confirming findings Wansfield (1995), to a much smaller
extent however. This effect may also be rooted ublip grants for university-industry
collaborations. The results further suggest the¢aech units with a higher share of industry
funding are less likely to source ideas from thegtitutional surrounding. In both models
pre-sample publication performance is positivelgoagated with sourcing ideas from the
institutional environment, which may be explaingdtbe presentation of research results in
seminars and subsequent discussions between tesesatbat stimulate ideas especially for
actively publishing professors. Not surprisinglyatgnting professors are more likely to
source ideas from patent applications than noneawasional patenting faculty. Female
professors also tend to source ideas from theiitutisnal surrounding and the share of
technical staff is positively correlated with saagcideas from patents and institutions. The
share of senior staff at the research unit is megjgtrelated to large firms as source of ideas

which may be explained by the outflow of graduateskarch to industry especially of those

191t should be noted that we also estimated ord@medit models on the original categories of theetejent
variables. The results confirmed the findings & Hinary models. Furthermore, we estimated the eagsng
not the budget shat@DSHARE, GOVSHAREpUL the logged amountsu\DFUND, GOVFUND) As the results were
very similar, we refrain from presented these itaille

' The Correlation coefficients between the equatibnshe MV-probit are displayed in Table A.3 in the
Appendix. Significant correlation between severéltloe equations support estimation of a simultaseou
equation model.
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units actively involved with firms. Industry alsarbed out to be a particularly interesting

source of ideas for professors that published ileshe past. The effect, however, is more

pronounced for large firms as compared to SMEs.

Table 4: Simultanous Probit regression results (maginal effects) on "sources of ideas" (663 obs.)

SCIENCE INSTITUTIONS INDUSTRY PATENTS CONSULTANTS
INDSHARE 0.0001 -0.0022 0.0106*** 0.0001 0.0000
(0.0009) (0.0014) (0.0018) (0.0001) (0.0000)
GOVSHARE 0.0014™** 0.0050%** 0.0005 -0.0002 0.0000
(0.0004) (0.0005) (0.0009) (0.0002) (0.0001)
STUDENTS 0.3624 0.4186 0.1194 -0.0330 0.0005
(0.3081) (0.3792) (0.4202) (0.0255) (0.0026)
STUDENTS -0.0192 -0.0190 -0.0081 0.0024** 0.0000
(0.0152) (0.0181) (0.0222) (0.0012) (0.0001)
LABSIZE 0.0739* 0.0043 0.1040%** -0.0015 0.0004
(0.0263) (0.0091) (0.0321) (0.0061) (0.0015)
LABSIZE 0.0000 0.0000%*** 0.0000 0.0000 0.0000
(0.0000) (0.0000) (0.0000) (0.0000) (0.0000)
EXPERIENCE -0.0021 0.0040 -0.0065 0.0024* -0.0005
(0.0169) (0.0042) (0.0087) (0.0014) (0.0013)
EXPERIENCE -0.0001 -0.0002** 0.0000 0.0000 0.0000
(0.0003) (0.0001) (0.0002) (0.0000) (0.0000)
TECHS -0.0008 0.0031**=* -0.0007 0.0006%** 0.0000
(0.0022) (0.0003) (0.0025) (0.0002) (0.0001)
SENIORSTAFF -0.0012 0.0023**=* -0.0044 *** 0.0002 *** 0.0000
(0.0012) (0.0003 (0.0009) (0.0001) (0.0001)
PUB1 9951999 0.0005 0.0017%*=* -0.0025 ** 0.0000 0.0000
(0.0015) (0.0004) (0.0011) (0.0001) (0.0000)
PATi995.1999 -0.0018 -0.0155*** 0.0083 0.0031*** -0.0003
(0.0027) (0.0039) (0.0100) (0.0003) (0.0008)
GENDER 0.0176 0.1821*** -0.0409 0.0146 -
(0.0520) (0.0369) (0.1430) (0.0110) -
Log-Likelihood -1,178.97
Joint sign. of field dummies 2.75
Joint sign. of inst. type dummies 12.55**

* All models contain a constant, seven field angé¢hinstitution type dummies. Standard errors iepi@eses are robust and clustered by
institution type. *** (**, *) indicate a significane level of 1% (5%, 10%).
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Table 5: Simultanous Probit regression results (maginal effects) on "sources of ideas" with industrysources divided by firm size (663 obs.)

SCIENCE INSTITUTIONS LARGE FIRMS SMEs R_INDUSTRY PATENTS
INDSHARE 0.0000 -0.0024** 0.0071 *** 0.0025 0.0003 0.0000
(0.0011) (0.0012) (0.0027) (0.0023) (0.0004) (0.0001)
GOVSHARE 0.0010*** 0.0047 *** 0.0004 *** -0.0004 0.0002 -0.0001
(0.0003) (0.0006) (0.0001) (0.0006) (0.0006) (0.0002)
STUDENTS 0.3530 0.5173 -0.4053 0.2652 -0.3601*** -0.0389 **
(0.3422) (0.3854) (0.3122) (0.3392) (0.1211) (0.0176)
STUDENTS -0.0187 -0.0241 0.0172 -0.0145 0.0181*** 0.0025 **
(0.0171) (0.0183) (0.0161) (0.0181) (0.0062) (0.0010)
LABSIZE 0.0544 0.0292 0.1387 0.0122 0.0123 -0.0241%**
(0.0406) (0.0405) (0.0963) (0.1037) (0.0263) (0.0059)
LABSIZE 0.0095 0.0019 -0.0054 0.0074 0.0013 0.0045***
(0.0114) (0.0086) (0.0222) (0.0154) (0.0045) (0.0006)
EXPERIENCE -0.0039 0.0017 -0.0061 0.0023 0.0012 0.0017**
(0.0173) (0.0040) (0.0082) (0.0168) (0.0032) (0.0008)
EXPERIENCE -0.0001 -0.0002 0.0001 -0.0001 0.0000 0.0000*
(0.0003) (0.0001) (0.0002) (0.0004) (0.0001) (0.0000)
TECHS 0.0004 0.0037*** 0.0006 -0.0006 -0.0004 0.0005
(0.0025) (0.0003) (0.0013) (0.0019) (0.0004) (0.0001)
SENIORSTAFF -0.0016 0.0018*** -0.0040 *** -0.0020 0.0001 0.0003
(0.0014) (0.0005) (0.0011) (0.0027) (0.0006) (0.0001)
PUB1995-1999 0.0004 0.0017*** -0.0021 ** -0.0012* -0.0002 -0.0001***
(0.0015) (0.0002) (0.0010) (0.0007) (0.0002) (0.0001)
PATi995-1999 -0.0030 -0.0152*** 0.0052 0.0082 0.0001 0.0029***
(0.0023) (0.0039) (0.0077) (0.0070) (0.0014) (0.0007)
GENDER 0.0213 0.1839*** 0.0088 -0.0754 0.0131 0.0231*
(0.0521) (0.0353) (0.0857) (0.1000) (0.0187) (0.0120)
Log-Likelihood -1,505.08
Joint sign. of field dummieg (6) 0.12
Joint sign. of inst. type dummigg (2) 858.34***

* All models contain a constant, seven field aneéhinstitution type dummies. Standard errors iepiieses are robust and clustered by institugipa. t*** (**, *) indicate a
significance level of 1% (5%, 10%).
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5.1.2 Sources of ideas and research productivity

The previous analysis suggested that industry fipdinpacts a research unit's sources of
ideas. In the following analysis, we test if - qofiing for unobserved heterogeneity between
units’ heads - different sources of ideas tranglatie differences in research performance in
subsequent years, a phenomenon that has beerutatridirectly to funding in previous
literature (Blumenthal et al. 1996; Geuna 1997; Mags-Henriquez et al. 2008; Hottenrott
and Thorwarth 2011; Banal-Estanol et al. 2012)sThevious work, however, did not allow
to conclude whether this effect was due to timestramts of the researchers involved in
industry funded projects, non-disclosure clauseslue to an impact on the research content
that leads to research agendas that a more aligitedndustry interests than with scientific
relevance. Thus, the following analysis is aimedis¢ntangling these effects by graining out
the effect stemming from the “idea-sourcing” argame

For this purpose, we estimate count data modelsniastigating the relationship between
sources of ideas and research output. The numhbauldications and patent applications are
by nature positive, integer values and also charaetd by many zeros, as not all of the
professors in our sample did publish and/or patéhe same applies for the number of
citations for both measures. The estimation eqnatsoassumed to be of an exponential

functional form and can be written as:
/]it = El:Yi,ZOOO— 2007 | Z 19997 X[ ’IC:I = eXéa i2199§'- i>§8+ i & (2)

where Y; is the count variable and stands either for pubboacounts (PuUB), patent
applications(PAT), or citations per itengCITperPUB, CiTperPAT)Y scientisti within the time
span 2000 to 2007. The outcome variables are asktori®e Poisson-distributed wiNy > 0.
Zi1999 denotes the set of sources of ideas as outlineseb; represents the set of control
variables anda and f are the parameters to be estimatedis the individual specific
unobserved effect, such as individual skills of hreacientist or their attitude towards
publishing or patenting.

A key assumption of the Poisson model is the etyali the conditional mean and the
conditional variance, which is typically violated applications leading to overdispersion. The
use of negative binomial regression models may smwion as it allows for overdispersion.
However, although the negbin model relaxes thisiragsion of equidispersion, it is only
consistent and efficient if the functional form adidtributional assumption of the variance
term are correctly specified. The Poisson modelhenother hand, is consistent solely under

the assumption that the mean is correctly specdsh if overdispersion is present. In case
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the assumption of equidispersion is violated anaceehe obtained standard errors are too
small, this can be corrected by using fully rolstandard errors (see Wooldridge 2002).

A drawback of our cross-sectional survey data ist tasually one cannot control for
unobserved heterogeneity between the subjectstefests. In our case unobserved effects
could be specific skills of each scientist that positively correlated with the right hand side
variables such as the sources of ideas. For irstanud all scientists may have the necessary
absorptive capacities to source ideas from firmscgentific institutions other than their own.

If unobserved subject-specific heterogeneity issené, the estimated coefficient of the
sources of ideas variables would be upwards biasedvever, we do have time-series
information of the dependent variables, patents @utalications. For such an advantageous
case, Blundell et al. (1995, 2002) suggest a swiutihich they call “feedback model” which
Is based on the argument that the main sourceaifaanved heterogeneity lies in the different
values of the dependent variabMtewith which observation units (professors in ouseaenter
the sample. Following Blundell et al. (1995, 2002 can account for unobserved time-
invariant professor heterogeneity by using pre-danipformation to capture unobserved
heterogeneity. In particular, the model approxirsatbe unobserved heterogeneity by
including the log of the; from a pre-sample period averaggRUB_MEAN, In[PAT_MEAN and

so forth) into a standard pooled cross-sectionalehdn caseY; is zero in the pre-sample
period, e.g. a professor had no publications, andyns used to capture the “quasi-missing”
value in logY; in the pre-sample period[PUB_MEAN = q, d[PAT_MEAN = ¢ and so forth). We
constructed the pre-sample mean by using six prgeaobservation values of for the
years 1994 to 1999.

The results are presented in Table 6. Model 1 shbesesults on the number of publications
and model 2 shows the results on the number dfianta per publication. Models 3 and 4
distinguish between large firms, SMEs and otheusty sources. As expected scientific
sources inspire research and lead to higher prvitydboth in terms of quality and quantity
confirming Hypothesis 4Institutional sources, however, are not significavodel 1 shows
that research impulses from industry in generalassociated with lower publication counts
confirming Hypothesis 4abut not with fewer citations per publication. dregstingly, when
distinguishing between large firms and SMEs, insuout that impulses from large firms
reduce publication output both in terms of quantjtgpodel 3) and quality (model 4)
confirming Hypothesis 4cNoteworthy, the latter effect on quality is largean the effect on
guantity. SMEs as sources of ideas have no sigmifionpact on publication output. TTOs,

exhibitions and trade fairs as summarizedNDUSTRY_R in models 3 and 4, on the other
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hand, have a positive influence on the number dlipations and, although slightly weaker,
on the number of citations per publication confimgiHypothesis 4bThe high significance of
the pre-sample means of publications[PUB_MEAN /In[CITperPUB_MEAN) and patents
(IN[PAT_MEAN]/ In[CITperPAT_MEAN])underpins the importance of controlling for unafvsd
heterogeneity. Interestingly, both publication digtas well as patent history are associated
with more future publications. On the number o&titins per publication however, it is only
previous citations to publications that count, mghtions to patents. For those control
variables that are significant we find the expecteghs. Older professors seem to publish
less, but do not receive fewer (nor more) citatipes publication. Research units that had
contact to their university’s TTO produce publicas that receive more citations on average,
however, the significance level is only 10%.

The results of the Poisson models on patent ouspetdepicted in Table 7. Like for
publications we see, contrary to odypothesis 5a negative effect of industry as idea
stimulus on the number of patents on which the headhit is listed as inventor. Model 3,
however, reveals a more nuanced picture. Largesfstimulate research agendas that lead to
fewer patents, but SMEs to more while the qualftthe patents, as measured by the number
of citations, is not affected. The impact of lafgens is in absolute terms larger than the one
of SMEs, however, only in terms of patent quantiyt not quality. ThusHypothesis 5as
partially confirmed. This may point out differendashe nature of the sponsoring agreements
between large firms and university professors caeth#o those with SMESs. Large firms may
also use collaboration with the public sector #edent stages of the R&D process compared
to SMEs. This is in line with Cohen et al. (2002havreport that large U.S. firms regard
“contributing to project completion” as a more imjamt benefit of collaborating with
universities, than “suggesting new projects”. Tindicates that large firms may collaborate
on projects which are no longer in the researcfjesthat results in a patent (application), but
are already in the development phase. Likewisékr®ann and Walsh (2009) find in most of
the applied projects in their data that academasributed to projects that were already
ongoing within the partner firms. Two thirds of thejects they study involved large firms
supporting the notion that large firms may involwaiversities at later stages of the R&D
process.

As could be expected, sourcing ideas from patezdsls to more and more highly cited
patents in the future. Interestingly, scientificdainstitutional sources of ideas do not affect
the number of patents, but do affect the technoldgielevance of patents negatively. This

may as well point to the fact that these patengsl@ss relevant to industrial applications.
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Surprisingly, contact with the university’s TTO dorot affect patent quantity and quality
significantly. Another interesting result is the spitve significance of the pre-sample
publication history on patent quality. Past patactivity, on the other hand, affects patent

quantity, but not quality.
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Table 6: Estimation results Poisson Models with fi@d effects on publication output (663 obs.)

Model 1 Model 2 Model 3 Model 4
Variable PUB CiTperPUB PUB CiTperPUB
SCIENCE 0.075* 0.094* 0.081** 0.095
(0.045) (0.057) (0.042) (0.062)
INSTITUTIONS -0.002 0.012 -0.025 0.007
(0.058) (0.063) (0.063) (0.064)
INDUSTRY -0.052*** -0.063
(0.007) (0.044)
LARGE FIRMS -0.088™** -0.141**
(0.022) (0.066)
SMEs -0.024 0.013
(0.051) (0.048)
PATENTS 0.022 -0.007 -0.024 -0.013
(0.055) (0.040) (0.051) (0.029)
CONSULTANTS/INDUSTRY_R -0.166™* 0.064™* 0.092** 0.072*
(0.028) (0.030) (0.044) (0.032)
STUDENTS 2.572 -2.214 2.999 -1.859
(1.702) (1.599) (1.835) (1.882)
STUDENTS2 -0.124 0.126 -0.149 0.106
(0.086) (0.081) (0.093) (0.097)
LABSIZE 0.395 0.007 0.417 0.025
(0.301) (0.321) (0.315) (0.358)
LABSIZE -0.070 -0.009 -0.075 -0.010
(0.052) (0.056) (0.055) (0.062)
EXPERIENCE -0.062*** -0.007 -0.062** -0.012
(0.030) (0.030) (0.031) (0.032)
EXPERIENCE 0.001 0.000 0.001 0.000
(0.001) (0.001) (0.001) (0.001)
17O 0.165 0.144** 0.102 0.097*
(0.140) (0.056) (0.165) (0.050)
TECHS 0.005 0.000 0.005 0.000
(0.004) (0.003) (0.004) (0.003)
SENIORSTAFF 0.001 -0.006™* 0.000 -0.006™*
(0.001) (0.001) (0.001) (0.002)
In[PUB_MEAN /In[CITperPUB_MEAR 0.630™** 0.291*** 0.640*** 0.293***
(0.009) (0.025) (0.009) (0.026)
In[PAT_MEAN/ In[CITperPAT_MEAN 0.062*** -0.037** 0.078*** -0.040**
(0.004) (0.008) (0.004) (0.017)
Log-Likelihood -4,963.27 -2,139.29 -4,949.40 2,905
Joint sign. inst. dum? (2) 62.09*** 4.59* 59.72%* 5.66*
Joint sign. field dumy? (6) 12.11%+* 0.08 11.26%+* 0.03
Joint sign. of county dum?2 (15) 7.97%* 19 54+* 6.97** 35 8G*+*

Notes: Robust standard errors in parentheses astestd by institution type. All models containcmstant,
field, county and institution type dummies. Preapée dummies d[X_MEAN] for observations with zereams
are not presented. *** (**, *) indicate a signifinaee level of 1% (5%, 10%).
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Table 7: Estimation results Poisson Models with fizd effects on patent output (663 obs.)

Model 1 Model 2 Model 3 Model 4
Variable PAT CiTperPAB PAT CiTperPAT
SCIENCE -0.025 -0.333**  .0.023 -0.336%*+
(0.111) (0.051) (0.138) (0.021)
INSTITUTIONS 0.001 -0.215**  .0.020 -0.246**
(0.020) (0.055) (0.021) (0.097)
INDUSTRY -0.202* -0.057
(0.113) (0.138)
LARGE FIRMS -0.163** 0.013
(0.068) (0.158)
SMEs 0.083%*+ -0.081
(0.023) (0.078)
PATENTS 0.323%*+ 0.564 *** 0.294 *x+ 0.502 **+
(0.024) (0.072) (0.037) (0.028)
CONSULTANTS/INDUSTRY_R -0.164 -0.363 -0.061 0.027
(0.259) (0.422) (0.173) (0.154)
STUDENTS 2.420%* 13.336* 2.024* 13.654
(1.127) (7.778) (1.062) (8.515)
STUDENTS2 -0.128* -0.711* -0.111* -0.728*
(0.071) (0.387) (0.068) (0.431)
LABSIZE 0.635%** 1.781 *** 0.590 * 1.765 %+
(0.230) (0.208) (0.312) (0.225)
LABSIZE -0.143** -0.238** 0,135 * -0.236*+*
(0.063) (0.026) (0.070) (0.048)
EXPERIENCE -0.021 0.092 -0.027** 0.108*
(0.024) (0.064) (0.012) (0.065)
EXPERIENCE 0.000 -0.002* 0.000 -0.003**
(0.001) (0.001) (0.000) (0.001)
TTO -0.041 0.380 -0.059 0.397
(0.441) (0.387) (0.459) (0.338)
TECHS -0.001 0.020**  -0.002 0.020%**
(0.006) (0.005) (0.004) (0.005)
SENIORSTAFF 0.007*** -0.028 ** 0.008 *** -0.028 ***
(0.001) (0.012) (0.002) (0.010)
In[PUB_MEAN /In[CITperPUB_MEAN 0.014 0.233*+* 0.022 0.224**
(0.117) (0.082) (0.095) (0.097)
In[PAT_MEAN/In[CITperPAT_MEAN 0.464**  -0.019 0.467**  -0.008
(0.076) (0.104) (0.063) (0.095)
Log-Likelihood -1,079.65 -295.00 -1,081.95 -296.37
Joint sign. inst. dum? (2) 87.23%** 4.3 98.66*+* 4.2
Joint sign. field dumy? (6) 1.96 290.00*** 2.28 400.00***
Joint sign. of county dum2 (15) 12.55%** 411.12%** 8.30** 476.39**

Notes: Robust standard errors in parentheses@stetd by institution type. All models containcastant,
field, county and institution type dummies. Preapée dummies d[X_MEAN] for observations with zero
means are not presented. *** (**, *) indicate arsfgcance level of 1% (5%, 10%).
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6 CONCLUSION AND DISCUSSION

Using data from research units at 46 different ersities in Germany, the presented analysis
strongly supports the perspective that fundingueices the sources of ideas inspiring
academic research. In particular, industry spongois associated with a higher impact of
industry-influenced ideas on research agendas. Mieisely, it increases the role of large
firms in the idea generation process. The higherstrare of industry funding over the overall
budget, the more likely were these research uoitegort that large firms, but not SMEs, had
influenced their research agendas. Grants from igubktitutions, however, increased
utilization of traditional scientific sources andstiitutional sources of ideas. Further our
results suggest that, controlling for unobservetgriogeneity, sourcing ideas from large firms
iIs associated with lower publication and patentpoutin subsequent periods. ldeas from
SMEs on the contrary appear to stimulate patemtatigout reducing incentives to publish.
Azoulay et al. (2009) point to intra-person econesmf scope that emerge when a scientist is
involved in both the development of academic anahroercial research outcomes that may
also be realized when sourcing ideas not only fsasrance but also from industry. Indeed we
find that other sources that were categorized aduStrial sources” like exhibitions, trade
fairs and TTOs to have a positive impact on pulibcaoutput. The involvement of a TTO
may reduce the individual researchers’ burden arttéd leave more time for other research
projects (Hellman 2007) or may filter ideas witlluistry relevance that are also valuable for
the scientific community.

While we cannot unequivocally state that these @sBons are causal, our analysis
constitutes the first to study the impact of gramtsidea-sourcing and its consequences for
research productivity. We strongly encourage furthesearch as funding environments
continue to shift. OECD data show the share of strgusponsorship is generally rising. Our
study focused on research units in Germany, whieeeshare of industry-funded public
research increased most significantly over the dasades and amounted to about 25% in
2007 (OECD 2009). The empirical evidence from Geryrsuggests that the shift may not be
without any consequences for development of sciancéhe long run. However, more
research is clearly needed to increase our undelistaon how country-level and institution-
level characteristics influence the relationshipugen sponsorship and research content, and
finally research productivity.

Policymakers and scholars in the field of the eooics of science face the challenge to
assess the nature of ideas that spill over thramgnsoring contracts with industry and

whether the “idea-sourcing” effect can be distisped from non-disclosure or delay of
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publication effect. Such an assessment will be sesrg in order to judge whether

sponsorship from industry is influential enoughthoeaten the development of science or
whether a potential reduction in the number of malblons is the price for increased industry-
science collaboration that fosters academic invshtp, patentable discoveries and creates

benefits that materialize in the private sector.
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Appendix

Table A.1: Rotated Factor Loadings and Unique Variaces

Ordered Variables

Binary Variables

Factors Factor1 Factor2 Factor3 Unigueness Factor1 Factor2 detor 3 Unigueness
Small or Medium-Sized Firms (less than 250

empl.) -0.004 0.682 -0.011 0.5353 -0.099 0.548 -0.067 0.6853
Large Firms (250 empl. or more) 0.127 0.537 -0.037 0.6938 0.048 0.326 -0.066 0.8874
Universities 0.593 0.043 0.456 0.4386 0.441 0.007 0.537 0.5169

Public Research Centres 0.424 0.100 0.429 0.6266 0.229 -0.010 0.495 0.7029

Technology Transfer Offices 0.114 0.524 0.229 0.6599 -0.019 0.397 0.158 0.8167
Consultants 0.057 0.379 0.178 0.8212 0.066 0.129 -0.038 0.9776
Exhibitions and Fairs 0.189 0.637 0.104 0.5473 0.097 0.543 0.051 0.3135
Patents 0.240 0.421 -0.021 0.765 0.064 0.242 0.012 0.9372
Academic Journals 0.900 0.038 -0.025 0.1888 0.788 -0.038 0.109 0.3656
Conferences, Meetings 0.840 0.079 0.112 0.2757 0.825 0.024 0.072 0.6935
Intenet, Media, other Data Bases 0.630 0.223 0.190 0.5174 0.432 0.190 0.261 0.7087

*loadings with absolute value > 0.3 in bold
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Table A.2: Competitive Funding by Research Field

% Public Grants

% Industry Grants

Field Freg. % of Total Budget of Total Budget
Physic 106  159¢ 32.64:! 4.241]
Mathematics and 104  15.69 17.582 6.322
Computer Science
Chemistry 94 14.18 6.123
Biology 55 8.3C 25.71% 7.38¢
Electrical Engineering 98 14.78 15.214 11.822
Mechanice Engineerini 107 16.14 22.06: 14.15:
Other Engineering 99 14.93 23.425 10.265
663 100.00

Table A.3: Scientific Productivity by Research Hié663 obs.)

PUB  ClTperPUB PAT ClTperPAT

Field Publications 1994-199¢ Patents 199-199¢
Physic: 22.47 21.7¢ 1.11
Mathematics and 3.97 6.57 0.21

Computer Science
Chemistry 27.53 16.07 1.80
Biology 11.52 21.8: 0.91
Electrical Engineering 3.93 5.62 2.27
Mechanical 3.46 4.99 1.84
Other Engineerin 6.94 7.97 1.57

Publications 200(-200% Patents 200-200%

Physic: 33.2¢ 9.4t 0.91
Mathematics and 6.50 3.61 0.25

Computer Science
Chemistry 39.06 8.40 1.52
Biology 19.4t 9.2¢ 1.14
Electrical Engineering 11.58 3.00
Mechanical 6.54 2.31 1.91
Other Engineerin 15.3:¢ 3.7¢ 1.7¢

Table A.3: Correlation coefficients between equadion MV-Probit (see Table 5)

Coef. Rob. S.E. z P>|z| [95% Conf. Interval]
/atanhrho_12 0.578 0.037 15.540 0.000 0.505 0.651
/atanhrho_13 0.206 0.012 17.570 0.000 0.183 0.229
/atanhrho_14 0.107 0.038 2.820 0.005 0.033 0.181
/atanhrho_15 0.306 0.183 1.680 0.094 -0.052 0.665
/atanhrho_16 0.266 0.090 2.950 0.003 0.089 0.442
/atanhrho_23 0.167 0.068 2.450 0.014 0.033 0.300
/atanhrho_24 0.096 0.060 1.600 0.109 -0.021 0.213
/atanhrho_25 0.311 0.208 1.500 0.134 -0.096 0.718
/atanhrho_26 0.393 0.165 2.390 0.017 0.070 0.716
/atanhrho_34 0.258 0.123 2.110 0.035 0.018 0.499
/atanhrho_35 0.038 0.033 1.140 0.253 -0.027 0.104
/atanhrho_36 0.187 0.161 1.170 0.244 -0.128 0.503
/atanhrho_45 0.502 0.044 11.330 0.000 0.415 0.589
/atanhrho_46 0.600 0.096 6.280 0.000 0.413 0.788
/atanhrho_56 0.381 0.296 1.280 0.199 -0.200 0.962
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