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ABSTRACT
The first step in many text-as-data studies is to find documents that address 
a specific topic within a larger document set. Researchers often rely on 
simple keyword searches to do this, even though this may introduce con-
siderable selection bias. Such bias may be even greater when researchers 
lack the domain knowledge required to make informed search decisions, for 
example, in cross-national research or research on unfamiliar social contexts. 
We propose expert-informed topic modeling (EITM) as a hybrid approach to 
tackle this problem. EITM combines the validity of external domain knowl-
edge captured through expert surveys with probabilistic topic models to 
help researchers identify subsets of documents that cover initially unknown 
domain-specific topics, such as specific events and debates, that belong to 
a researcher-defined master topic. EITM is a flexible and efficient approach to 
the thematic selection of documents from large text corpora for further 
study. We benchmark and validate the method by discovering blog posts 
that address the public role of religion within large corpora of Australian, 
Swiss, and Turkish blog posts and provide researchers with a complete work-
flow to guide the application of EITM in their own work.

Reproduction Materials: The validation data, code, and any additional materials required to reproduce 
all analyses in this article are available in an online appendix, at: https://eitm-docs.github.io/.

Few recent developments have transformed social science as much as the exploding availability of 
large amounts of text. Text-as-data research has become one of the most vital and expanding areas of 
activity in the social sciences, with many research projects applying new methods of collecting (e.g., 
Landers et al., 2016; Mahdavi, 2019) and analyzing text data (e.g., Brier & Hopp, 2010; van Atteveldt & 
Peng, 2018).

The first step of many text-as-data studies is to find in a larger corpus of texts those documents that 
speak to a predefined theme – or master topic – of interest. Simply put, researchers are often not 
interested in all text documents available to them but need to find thematically defined subsets of 
documents within larger corpora. They may, for example, want to generate manageable text datasets 
for further, more refined analysis. Or they may want to identify the population of all documents 
belonging to a specific class of topics to draw a sample from for in-depth manual content analysis.

However, researchers often neglect the step of identifying document subsets that speak to a 
prespecified theme even though this step can have huge implications for the validity of results coming 
from further analysis of these subsets. Different subset selection processes generate different subsets, 
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which, in turn, can lead to dramatically different statistical inferences and substantive conclusions 
prone to unknown biases.

The current state-of-the-art approach to subset discovery from unstructured text corpora is to use 
computer-assisted Boolean keyword searches, in which an algorithm proposes suitable keywords and 
creates Boolean search queries based on the text corpus at hand (King et al., 2017). But while this 
selection approach constitutes a significant advance over the bias-prone ad-hoc selection of keywords 
for search queries, it becomes problematic when researchers lack the knowledge required to make 
informed decisions about which of the proposed keywords to select. Unfortunately, such lack of 
requisite domain knowledge often obtains, especially in research involving text data from unfamiliar 
social contexts. In this article, we propose a hybrid approach, expert-informed topic models (EITM), 
that combines external domain knowledge captured through expert surveys with fully automated 
clustering methods to help researchers identify those subsets of documents that cover domain-specific 
topics within a researcher-defined master topic. Our approach uses inputs from expert surveys to 
enhance document classification based on probabilistic topic models. We provide researchers with 
a complete workflow to guide their own applications and illustrate the approach in a case study 
identifying articles that discuss the public role of religion from a large corpus of news articles including 
three languages (English, German, and Turkish).

We begin by describing the applied classification problem addressed in this article, outlining the 
state of the art of existing approaches to it and highlighting the issues these approaches cannot solve 
and which we tackle with the EITM approach. We then discuss the utility of an expert-informed 
approach to the discovery of document subsets from large corpora of unstructured text, especially for 
cross-national comparative research designs, and explain the seven-step EITM approach to combining 
expert input and document classification based on LDA topic models.

Given that model validation is a key practice in text-as-data research (Grimmer & Stewart, 2013), 
our approach involves a two-step validation process: First, we validate different models in terms of 
how well their estimated topics cohere and capture expert knowledge, using text data from five 
countries (Australia, Germany, Switzerland, the USA, and Turkey) and three media types (printed 
newspapers, news websites, and political blogs). Second, we take the EITM that is optimally coherent 
and representative of expert inputs and evaluate its performance as a thematic classifier using text data 
collected from political blogs based in three of these countries (Australia, Switzerland, and Turkey) 
and including all three languages. Detailed information about all data-collection, topic-modeling, and 
document-classification processes as well as any data, code, and additional materials required to adapt 
and implement EITM are available in a comprehensive online appendix (https://eitm-docs.github.io/), 
to help researchers reproduce the method and adapt it to their research projects.

The applied classification problem: Why bring expert domain knowledge to topic 
modeling?

Assume the following situation: A researcher has access to a large collection of news articles from 
several countries and wants to compare how minority rights are reported on in these countries. 
However, the articles are unlabeled and she knows that only a small – perhaps tiny – proportion of 
articles, which could still be huge in absolute numbers, will talk about minority rights. Even worse, the 
researcher is not familiar with the public debates that happened during the time in which the articles 
were collected in some of the countries she wants to study. This means that she will likely be unaware 
of important debates relevant to minority rights that took place during data collection and, impor-
tantly, many such articles will not include simple keywords such as “minority” or “minority rights”, 
which she would be forced to use in a naïve search query approach to finding the subset of relevant 
documents. This means that such a naïve approach is likely to introduce considerable, yet unknown 
and unknowable, bias into her study, threatening the validity of her conclusions. Simply put, our 
researcher will just miss any debate and story related to minority rights she was not aware of and did 
not have a fitting keyword for in her search query. This is a common research situation in comparative 
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text-as-data studies, and one which in the past has been ignored at the expense of the validity of this 
area of study. It is also a research situation that is bound to become more common as ever greater 
amounts of textual data from all around the world become available to researchers. In this study we 
tackle this problem head-on.

More formally, our problem is one of document classification for very low-prevalence classes: We 
have a large unlabeled corpus and want to classify each document in that corpus as either thematically 
relevant or irrelevant, with the expectation that the proportion of relevant documents will be very 
small. So, we are not interested in the full corpus, just in the potentially small fraction of documents 
belonging to an unknown set of relevant categories, which we want to fold into a binary relevant/ 
irrelevant distinction. That distinction is based not on a specific, narrow topic or event but on 
a nonspecific, broad thematic area of interest (i.e., a “master topic”). In the fictive example at the 
beginning of this section, the master topic is minority rights; in the use case we present below it is the 
public role of religion. The broadness of any given master topic means that we need to assume 
unknown latent sub-topics. Further, the involved researchers do not have sufficient domain knowl-
edge about the social context to correctly classify the documents without additional input. Our 
solution is to bring expert-provided domain-specific knowledge to bear on unsupervised thematic 
document discovery. We exploit such knowledge to improve the efficiency and validity of both the 
initial discovery of themes and debates from unsupervised text modeling and the subsequent discovery 
of relevant document sets based on it. Since in this scenario the data is highly unbalanced, it is virtually 
impossible to find enough positive cases to produce sufficient training data for traditional supervised 
learning approaches to document classification and discovery. We mitigate the “missing knowledge” 
problem by incorporating expert domain knowledge about the latent sub-topics of our master topic 
(i.e., in our fictive example: individual events, debates or issues that are related to minority rights) into 
an LDA-based classification process. Incorporating expert knowledge is difficult to do in classical 
classification approaches as they are more closed than LDA-based topic models: Topic models include 
an inductive step of estimating topics directly from the analyzed document set that is missing from 
“classical” supervised approaches. In the EITM process, we exploit this step to input expert-provided 
domain information into the document discovery process. While LDA-based approaches have been 
rarely used for classification tasks, we thus harness their relative openness to address this “closedness 
problem” of established supervised machine learning approaches.

The most common strategy for researchers to discover documents covering a pre-specified master 
topic has been to run keyword-based Boolean search queries on the universe of documents available to 
them (Barberá et al., 2021). Therefore, we present a comparison of EITM’s document discovery 
performance with the common simple search-query approach below.

While simple search queries are most commonly found in applied research, the state-of-the-art 
methodological work in the area of document set discovery is a keyword-search-query approach 
proposed by King et al. (2017; KLR). The goals of their approach and EITM are the same: to find the 
document sub-corpus of thematic interest to the researcher. In other words, the analytical goal is to 
discover, within a given document set, the subset of thematically relevant documents. This corre-
sponds to what King et al. describe as selecting a target set from a search set of documents (King et al., 
2017, pp. 975–976) and Barberá et al. as selecting the document population of interest from the 
universe of available documents (Barberá et al., 2021, p. 21).

EITM shares some important commonalities with the KLR approach. Both are computer- 
assisted approaches that draw on the unique ability of humans to recognize relevant keywords 
for keyword and document set discovery. Both also use these human inputs in interaction with the 
outputs of advanced automated text classification methods. Finally, both approaches involve the 
same broad stages of document identification: seeding, generalizing, validating, and discovering. 
Seeding refers to the input of human-generated information (“seeds”) into the computational 
process; generalizing refers to the formulation of general concepts (e.g., keywords or topics) from 
specific examples; validating refers to the human correction of intermediate process outputs; and 
discovering refers to the final selection of the thematically relevant documents (i.e., the sub-corpus 
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of thematic interest – the target set in King et al.’s or population in Barberá et al.’s terms) from the 
larger document set.

But the EITM approach also differs from the KLR approach in important ways: First, in the nature 
of the human inputs it leverages, which EITM formalizes as coming from domain experts rather than 
the researchers themselves.1 Second, it differs in the steps involved and functions of the main stages in 
the document discovery process. Table 1 gives an overview of the main stages as implemented in the 
KLR and EITM approaches and summarizes the differences in how the two approaches tackle the 
problem of thematic document set discovery (a more detailed breakdown of the practical steps 
involved in EITM is given in the next sections and in Figure 1).

With their computer-assisted approach to keyword and document set discovery, the KLR approach 
frees human coders from the burden of creating keyword lists and queries on their own. But the 
approach still relies on preexisting “detailed contextual knowledge” (King et al., 2017, p. 979) of 
human coders, which is required to distinguish relevant from irrelevant keywords proposed by an 
algorithm. And as Barberá et al. (Barberá et al., 2021, p. 20) note, keyword-generation and -expansion 
methods must start with a human selection of keywords to seed the algorithm. This means that 
researchers need to be careful in thinking about which seed keywords are both relevant and repre-
sentative in order to avoid biasing path dependencies.

The EITM approach lowers the need for detailed contextual knowledge on part of the researcher by 
using expert inputs to highlight relevant keywords and facilitate human-coder learning about relevant 

Table 1. Main Stages of the King, Lam, and Roberts Keyword Algorithm (KLR) and Expert-Informed Topic Models (EITM) for Document 
Set Discovery.

Stage KLR EITM

1 Seeding of keywords for producing training 
document set

of keywords for producing expert inputs (Step 1)

2 Generalizing of training document set to suggested 
keywords

of expert inputs to ranked estimated topics (Steps 2–4)

3 Validating of suggested keywords for document 
discovery

of ranked estimated topics for document discovery (Step 5)

4 Discovering of target document subset via search 
query

of target document subset via model-based probability 
estimation (Steps 6–7)

The table displays a simplified overview of both approaches. Each stage listed is composed of multiple steps in practice (individual 
EITM steps as shown in Figure 1 in parentheses). Both approaches can be adapted, for example, by choosing different document 
clustering approaches or inserting more points of human input or iterating the process.

Figure 1. Overview of the EITM process.
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contexts. As a result, applied researchers depend less on an assumption of preexisting contextual 
knowledge in human coders. Of course, experts also need to come up with relevant keywords, which is 
why it is important to (a) survey experts that can plausibly be expected to have good knowledge of the 
subject domain of interest and (b) recruit a reasonable number of experts to ensure that the coverage 
(or “recall” in machine learning terms) of keywords indicating relevant topics (i.e., those belonging to 
the researcher-specified master topic of interest) is sufficiently high. This is crucial given that in King 
et al.’s (2017) study the authors found that most keywords were named by only one of 43 non-expert 
subjects tasked with providing relevant keywords for a search query. Proper thematic coverage thus 
requires a proper number of keyword-providing experts.

A sufficiently large group of external experts also solves a second problem. If keyword candidates 
are computer-generated and must be evaluated by humans, as King et al. (2017) propose, and if the 
primary researchers do not have sufficient relevant domain and context knowledge, it is preferable to 
have external experts propose the keywords in the first place, not only to improve document set 
discovery but also to support researcher learning about the contexts studied. Expert inputs support not 
only a more valid discovery of target document sets, but also a more locally informed, “emic” 
understanding of studied contexts. As such, bringing in experts also reorients the process of knowing 
about the cultures we study in large-scale text analysis. It makes good on a demand often placed on 
cross-cultural research in modern comparative methodology by bestowing emic (“insider”) validity 
upon an etic (“outsider”) comparative perspective (Whitaker, 2017).

Another key advantage of our topic modeling approach over keyword search approaches like the 
KLR algorithm is that it generates a continuous distribution of relevance scores rather than a sharp 
binary classification. In this context, it is important to recognize that (semi-)automated pre- 
classification will never be perfect. However, the approach we propose is more flexible than keyword 
queries in that it allows the researcher to adjust the pre-classification parameters to their research 
situation and the acceptable level of tolerance for classification error. For example, if a researcher has 
few resources at their hands for conducting follow-up human validation of automated document 
classifications, they may want to select only documents in the uppermost part of the estimated 
relevance distribution. If they have larger resources for final human classification at their disposal 
but want to implement their project in a more efficient manner, they can work their way down from 
the top of the estimated document relevance distribution in a manual follow-up classification step 
until they have reached their desired sample size. We provide an illustration of the efficiency gains 
achieved through this process below. In sum, the EITM approach provides a classification framework 
that is more flexible, contextually valid and less reliant on assumptions about researcher domain 
knowledge than the available approaches based on Boolean keyword search queries.

Expert-informed topic models

Figure 1 provides an overview of the seven-step EITM approach and shows how it combines expert, 
computational, and researcher inputs to produce valid scalable solutions to topic-based document 
subset discovery. When applied to a document discovery problem in which a researcher aims to 
discover a subset of documents that talk about specific topics (i.e., issues or debates), the approach asks 
domain experts to name the topics and keywords that appeared in relevant thematic discussions 
during the period for which data was collected (Step 1). While the task of recruiting and surveying 
knowledge domain experts requires additional effort compared to established document set discovery 
approaches, it will often require fewer resources than making the substantial investment of resources 
required for researchers to acquire comprehensive expert knowledge themselves. This will be true 
especially in situations where studied social contexts are highly unfamiliar and language barriers to the 
studied texts are high for the researcher. Depending on research interest, experts may be substantive 
specialists in specific subject domains or area specialists in specific geographical regions.

After standard preprocessing of the full document corpus (Step 2) and estimating an LDA topic 
model on it (Step 3), the EITM approach uses expert inputs to rank the generated topics by their 
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estimated relevance (Step 4). The topic ranking then serves as a basis for a manually validated binary 
classification of estimated topics as either belonging or not belonging to the researcher-specified 
master topic (Step 5). Importantly, the manual binary validation of estimated topic relevance in Step 5 
is again informed by the comprehensive expert-provided list of relevant topics. After the top-ranked or 
all (if resources allow) estimated topics are human-validated as relevant or irrelevant, we estimate, for 
each document, its cumulative probability of containing one or more of the relevant topics, which can 
then be used for classification (“discovery”) decisions about individual documents based on 
a researcher-specified relevance probability cutoff (Step 6).

Finally, in keeping with the principle of validating any given implementation in automated text 
analysis (Grimmer & Stewart, 2013, p. 271), we evaluate the resulting classifier using the receiver 
operating characteristic (ROC) curve, classifier precision, recall, and F1-scores as established 
classification performance metrics (Step 7). We provide a detailed description of each step below.

The key concept of the EITM approach is the cumulative match probability (CMP), which is 
the central expert-informed output generated by the process. The CMP formalizes qualitative 
expert input into a continuous “relevance probability metric” for each topic estimated in the 
unsupervised topic modeling process. This metric allows researchers to infer the thematic rele-
vance of any given estimated topic based on a prespecified probability cutoff value or, alterna-
tively, supports human coders in a manual decision task to validate the thematic relevance or 
irrelevance of individual estimated topics, informed by the expert-provided insights about relevant 
topics.

The EITM process integrates three types of input. Expert input fulfills the dual function of 
increasing both the efficiency with which researchers can prescreen estimated topics for thematic 
relevance and the validity with which they can identify previously unknown relevant topics. 
Computational input in the form of inductive, unsupervised Latent Dirichlet Allocation (LDA) topic 
modeling (Blei et al., 2003; see also Guo et al., 2016; Jacobi et al., 2016; Maier et al., 2018) combines 
with expert and researcher inputs to identify relevant topics and documents while building on state-of- 
the-art guidelines for applying such models in the social sciences (Trilling & Jonkman, 2018; van 
Atteveldt & Peng, 2018). Researcher input into the EITM approach serves to enhance the selection of 
relevant topics over a fully automated solution and keep with the crucial principle of validation in 
automated text analysis (Grimmer & Stewart, 2013, p. 271).

In sum, EITM ensures that not only documents containing known relevant topics, but also 
those containing previously unknown relevant topics will, on average, be assigned higher rele-
vance scores based on topic model estimates. These higher, and more valid, relevance scores 
assigned to documents, in turn, make it more likely that they will correctly be identified as 
thematically relevant by the research team. In essence, the EITM approach represents a scalable 
solution to increase the recall, or true positive rate, in complex, large-scale content-based 
document set discovery tasks. We note that, of course, this solution will not, and cannot, be 
perfect. Classification errors will still be made. The degree to which such errors are deemed 
acceptable to researchers will depend on the specific research situation. For example, in situations 
where document set discovery is a step in the preparation of a fully automated follow-up text 
analysis process, classification errors may be more tolerable than in situations where document 
set discovery is used to identify the universe of documents to draw a representative random 
sample for further in-depth human coding. In the latter case, EITM can help researchers conduct 
a pre-selection process that is more efficient and substantively valid than the standard approach 
based on researcher-generated keyword searches (see Barberá et al., 2021, pp. 21–26). The outputs 
of the EITM process may then be subjected to follow-up manual screening by human coders to 
ensure that random sampled documents are indeed thematically relevant. This manual process is 
not strictly part of the EITM approach, but it will again be informed and improved to the extent 
that human coders learn about relevant topics from the expert inputs acquired in the EITM 
process.
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The EITM workflow

The following sections describe each step of the EITM process in detail. We illustrate its application 
and demonstrate its validity and classification performance using the Mannheim International News 
Discourse Data Set (MIND, Rinke et al., 2019). Our validation is based on a complete collection of all 
news items published by 94 different news websites, printed newspapers, and political blogs from five 
countries (Australia, Germany, Switzerland, Turkey, and the United States) in the full year ranging 
from August 1, 2015 until July 31, 2016. Our use case is a document set discovery task in which we 
want to identify, from the full corpus of all articles published by these media outlets in a full year, those 
articles that belong to the master topic “public role of religion in societal life”. Appendix A provides 
detailed information about MIND and the specific data underlying our use case.

Step 1: Conduct expert survey

In the first step of the EITM process, expert inputs are generated to later inform the classification of 
estimated topics as thematically relevant or irrelevant. In our case, we tapped the knowledge of domain 
experts in each of the countries from which text material was collected using semi-standardized 
surveys that followed standards for expert selection aimed at mitigating bias used in past cross- 
national expert surveys (e.g., Kopecký et al., 2016). The survey asked selected experts to name topics 
and debates that occurred during the time period studied. Experts were also asked to provide keywords 
associated with these topics and debates.2 We then grouped similar topics provided by different 
experts into a smaller number of meta-topics using the online qualitative content analysis tool 
QCAmap (Mayring, 2014). Keywords associated with such topics were pooled on the meta-topic 
level. Expert-provided topics were assigned to one or several meta-topics leading to a consolidated 
array of non-disjunct meta-topics (see Appendix B2). The meta-topics were used in Step 3 to evaluate 
the quality of estimated topic models by comparing the keywords in each meta-topic to the top 
keywords of each LDA-generated topic.

Overall, we identified a pool of 614 experts who were contacted to take the survey. The survey was 
fielded from August 15 until November 18, 2016 and generated a total of 96 completed questionnaires 
(Australia: n = 15, Germany: n = 19, Switzerland: n = 21, Turkey: n = 20, USA: n = 21). Appendix B1 
provides a detailed description of expert recruitment procedures, participant demographics, and 
response rates.

Step 2: Preprocess corpus

We used standard text preprocessing steps to prepare the corpus for analysis, including cleaning, 
lemmatization, term frequency–inverse document frequency (tf–idf) calculation, and corpus feature 
selection (see Manning et al., 2008, Chapters 2.2, 6.2). Importantly, researchers should carefully 
consider each such step as preprocessing choices may influence the classification results (Denny & 
Spirling, 2018). Appendix C1 provides details to help readers preprocess their own text corpora.

Step 3: Perform topic modeling

Following text preprocessing, we trained the topic model using the LDA model implementation in 
Gensim, a freely available Python library for scalable statistical semantics (Řehůřek & Sojka, 2010). We 
used the default Gensim settings for prior parameters α and η, and optimized the topic model by 
tuning the parameter specifying the number of estimated topics (see Maier et al., 2018, p. 99). In order 
to do so, we generated topic models with 100, 500, and 1000 topics for each country with the goal of 
identifying the best-performing of the three models. In a next step we used three metrics to evaluate 
the topic model solutions: the human-rated coherence of estimated topics (Newman et al., 2011, pp. 
501–502; 2010, 106) as well as measures to assess the precision (BLEU measure, Papineni et al., 2002) 
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and recall (ROUGE measure, Lin, 2004) with which the estimated topic models covered the expert- 
provided relevant topics. BLEU and ROUGE are measures developed in the computational translation 
literature, which we repurposed to assess the degree to which a given topic model constitutes 
a comprehensive and accurate representation of expert knowledge in the substantive domain of 
interest for the classification task. We identified the “best” model solution using a researcher-driven 
reading of the three metrics (human-rated coherence, precision/BLEU, and recall/ROUGE) wherein 
the 500-topic solution provided the best tradeoff among these criteria. The results show that the main 
tradeoff was between the degree to which our model captured the entirety of expert inputs (i.e., recall/ 
ROUGE) and the degree to which the output of the model (i.e., the number of topics to be validated as 
well as their intelligibility and interpretability) remained manageable. Appendix C2 provides further 
detail on the metrics and the procedures applied for topic model selection. It also provides all Python 
scripts used for topic modeling, which users can adjust to their own research situations. All following 
steps in the EITM process are based on the 500-topic model solution.

Step 4: Rank topics

The output of an LDA topic model is a set of m topics t1 to tm, each of which corresponds to a probability 
distribution of words within that topic. This means that a topic t1 consists of a dictionary set of n words 
w1 to wn, each with certain probabilities p(t1, w1) to p(t1,wn) of occurring in that topic (see Figure 2).We 
divided the set of words in each topic into subsets of relevant (marked green in Figure 2) and non- 
relevant words, depending on whether they appear in the keyword list provided by the experts.3 We then 
calculated the CMP of each topic by summing the topic-specific probabilities of all expert-provided 
relevant keywords per topic. The CMP of each topic can be interpreted as its overall probability of 
containing relevant keywords and as such is an estimate of the topic’s thematic relevance. The researcher 
can then create a list of all topics estimated by the topic model, ranked by their CMP.

Step 5: Select relevant topics

In Step 5, human coders manually review the estimated topics and make a binary yes/no judgment 
about the thematic relevance of each topic. If the number of estimated topics is too large for 
a researcher to perform a review of all topics given available resources, the EITM process is flexible 
enough to allow the researcher to minimize the resulting loss of classification performance. In such 
situations, coders may perform this manual review step only on the upper end of the estimated 
relevance probability distribution, while the topics on the lower end of the estimated relevance 
distribution are discarded as irrelevant. In our use case, we selected the top 100 (or top 20%) of topics 
estimated by each topic model for further manual review.

Human coders were presented with the CMP score of each topic and the top-100 keywords with the 
greatest estimated probability of belonging to that topic. Keywords with a match in the list of expert- 
provided keywords were color-highlighted to guide the coders’ review process. Color-highlighting 
keywords for manual topic review helps coders in two ways: First, it prevents them from overlooking 
relevant keywords and associated topics they already know to be relevant. Second, and more impor-
tantly, it indicates to coders keywords they may be either entirely unfamiliar with or which have an 

Figure 2. Calculation of cumulative match probability (CMP) based on topic model. 
Note. Each topic t consists of a set of words w with assigned probabilities p.
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unknown association with a known relevant topic. It also signals to coders which keywords influenced 
the CMP, which may aid the interpretation of topics estimated to have a high probability of being 
relevant. Taken together, color highlighting as a feature of the EITM process works to improve the 
selection of relevant topics for subsequent discovery of the relevant document subset and supports 
coder and researcher learning about previously unknown relevant topics in the text data. Figure 3 
shows a screenshot of a topic list as presented to the coders.

In our application, three coders were instructed to rate each topic as relevant or irrelevant 
following a coding protocol provided to them. Coders were also instructed to rate how certain 
they were about whether the given topic was thematically relevant for the purpose of the 
research project or not (i.e., whether it belonged to the master topic of the public role of 
religion in societal life). Each topic was then declared relevant or irrelevant following the 
majority decision of coders (see Appendix C3 for the coding protocol as well as all data and 
analysis scripts used in this step).

In sum, the EITM process improves the topic selection in two ways: First, by relating the 
topics estimated via topic modeling to expert-provided keywords, thus expanding the list of 
relevant expert-provided keywords with frequently co-occurring keywords. Second, by enabling 
human coders, based on the CMP ranking, to make more valid and efficient decisions in 
deselecting topics likely to be thematically irrelevant from the subsequent document discovery 
process.

Step 6: Score document relevance

Next, the topic model is used to estimate the probability of containing at least one thematically 
relevant topic for each document in the corpus (Figure 4). For a corpus consisting of o documents, 
each document dx with {x ∈ ℕ | x ≤ o} can be represented by a distribution of topics t1 to tm with 
associated probabilities that the document contains these topics of p(dx, t1) to p(dx, tm). This docu-
ment-specific sum of probabilities was estimated for the relevant topics. The resulting score can be 
considered as the individual relevance score for document dx. The higher this score, the higher the 
probability of the respective document to contain at least one of the topics of interest. This enables the 
researcher to classify documents as relevant or irrelevant based on their corresponding relevance score 
(see Appendix D).

Figure 3. Results of Topic Ranking for Australia with 500 Topics (Screenshot) 
Note. Screenshot as presented to human topic-relevance coders, presenting the top 20 topics and top 10 terms for each topic ranked 
by estimated topic relevance and term-topic membership probabilities. Green cells include terms that match with a keyword 
provided by at least one participant in the expert survey. CMP corresponds to the summed topic-level probability of all terms 
mentioned by at least one participant in the expert survey to belong to the respective topic.
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Step 7: Evaluate classifier

Validation is a crucial step in the development of any automated text-as-data technique (Grimmer & 
Stewart, 2013). It is therefore important in any application of the EITM approach to evaluate the 
quality of the classification solution it provides. The evaluation process we suggest consists of several 
steps. In a first validation step, we evaluate the estimated topic models in terms of their (a) coherence 
of estimated topics and (b) their coverage of topics and keywords provided by the domain experts. 
Appendix C2 provides a detailed description of this first step.

In a second validation step, we evaluate the classification performance of our EITM against 
a human-coded gold standard. The gold-standard ratings are then compared to the relevance scores 
predicted by the classifier. The assumption here is that such human validation of automated pre- 
classification will be effective even in the absence of coder domain knowledge. In an ideal research 
situation, researchers using the EITM process would draw on experts to validate their classification 
solutions. However, in our use case we employed student coders without expert domain knowledge as 
a “second-best” option for validation. This second-best approach is still useful given that the key 
problem addressed by EITM is that researchers cannot pre-define keywords for valid thematic 
document discovery. Our assumption when using non-expert coders in this step here is that it will 
be possible even for humans without prior domain knowledge to recognize a thematically relevant 
article when they see it.

We evaluated the performance of the EITM classifier using receiver operating characteristic (ROC) 
curves as well as three established metrics: precision, recall, and the F1-score (see Japkowicz & Shah, 
2014). This process assesses the degree to which the predicted relevance score works as an effective 
thematic classifier.

In our use case, human coders first coded the relevance of the entire collected text material from all 
political blogs in three of our countries: Australia, Switzerland, and Turkey. We then compared the 
results to the scores predicted by the EITM approach. Blogs are a “hard case” for testing classifier 
performance because blog posts will, on average, be more difficult to classify than more standardized 
categories of text such as news reports, which routinely rely on recurring professional formal and 
content features, such as the use of certain words and phrases, due to journalistic writing conventions. 
We therefore consider this evaluation to be a conservative test of classifier performance.

Gold-standard data to evaluate the EITM classifier was produced by 13 student coders who 
identified any documents from the full corpus of Australian, Swiss, and Turkish blog posts included 
in the MIND dataset that deal with the master topic of our use case, “the public role of religion in 
societal life” (NAU = 9, NCH = 10, NTR = 10 blogs and NAU = 7,503, NCH = 1,635, NTR = 3,565 blog 
posts, see Appendix A1 for an overview of collected data). Coders underwent intensive, multi-wave 
training in applying a detailed protocol for identifying documents as thematically relevant or irrele-
vant (see Appendix D1 for the selection protocol).

Several measures were taken to ensure a high quality of the human-coded benchmark data. All 
coders received the same training and instructions and were native speakers or fluent in at least two of 
the three source languages. Following coder training, we established pilot coding reliabilities before 
starting the main coding process. These reliability tests involved 11 of the 13 coders who accounted for 

Figure 4. Calculation of document relevance scores (rs) based on topic model. 
Note. Each document d consists of a set of topics t1 to tm with a probability p to belong to this topic.

48 E. M. RINKE ET AL.



92% of all 13,750 coding acts performed as part of the main coding process (not included were C09, 
who accounted for 251, or 1.8%, and C28, who accounted for 850, or 6.2%, coding acts in the main 
coding process). In order to assess pilot coding reliability, coders rated 150 German and Swiss 
newspaper website articles and blog posts as either relevant or irrelevant. Coding reliability was 
assessed using percent agreement as well as two chance-corrected measures of interrater reliability, 
Brennan and Prediger (1981) and Krippendorff’s alpha (Krippendorff, 2018). Overall, pilot reliability 
was excellent, with percent agreement = .92, kappa = .85, and alpha = .83 (all data and analytical code 
required to reproduce these analyses are available in Appendix D2).

In order to produce the human-coded gold-standard data, we implemented an online coding 
process that allowed coders to code all 12,703 Australian, Swiss, and Turkish blog posts included in 
the MIND dataset as thematically relevant or irrelevant. In order to eliminate any remaining coding 
error, the online coding process consisted of a multi-step validation procedure: any document for 
which the first coder indicated thematic relevance and/or uncertainty in their coding decision was 
coded by a second coder and any possible coding disagreement between the first and second coder 
was resolved by a tie-breaking third coder. These double-coding and majority decision rules served 
to minimize the proportion of false-positive and to maximize the proportion of true-positive 
classifications of blog posts as thematically relevant. The coding process also minimized bias due 
to any remaining idiosyncratic coder error post-training by implementing a set of rules aimed at 
avoiding a monopolization of coding for specific sources by any individual coder. Appendix D3 
gives a detailed description of the online coding tool and process used, including a list of coder 
allocation rules.

Coders performed a total of 13,750 coding acts, including all initial coding (round 1), double- 
coding (round 2), and tie-breaker coding (round 3), as part of the main coding process to produce the 
human-coded gold standard data.4 This procedure identified 184 thematically relevant blog posts for 
Australia (out of 7,503), 28 for Switzerland (out of 1,635), and 99 for Turkey (out of 3,565) (see 
Appendix D3).

Receiver operating characteristic
The first performance metric we evaluated and optimized was the area under curve (AUC) in the 
receiver operating characteristic (ROC) plot. The ROC curve indicates the performance of a binary 
classifier at different classification thresholds (see Japkowicz & Shah, 2014). A perfect classifier (i.e., 
one that yields 100% true positives and 0% false positives) is represented as a dot in the (0, 1) corner of 
the ROC plot. The diagonal corresponds to a bad classifier that is equivalent to randomly guessing 
results. The AUC is a single scalar value representing the expected ROC performance of a classifier. As 
the portion of the area under the ROC curve, its value will always be between 0 and 1.0 with an 
uninformative classifier indicated by a value of 0.5. The AUC is equivalent to the probability that the 
classifier will rank a randomly chosen positive instance higher than a randomly chosen negative 
instance (Fawcett, 2006, p. 868).

The ROC curves and the AUC show that classification based on the 500-topic models worked well 
for the Swiss and Australian corpora, while performance dropped slightly but remained acceptable for 
the Turkish corpus (Figure 5). The diminished classification performance for the Turkish corpus could 
be a function of problems with the analyzed text data, preprocessing procedures, or different coding 
styles of the coders during Step 5.

The ROC curves also show that classification performance is sensitive to the selected number of 
topics. While in Australia the model estimating 100 topics had a slight performance edge, the 500- 
topic model was superior in the other two countries. In Switzerland in particular, the models 
estimating 100 and 1000 topics performed poorly. This supports the choice of topic models with the 
model hyperparameter set to estimate 500 topics for all countries and languages as these consistently 
exhibited good performance. It also shows the importance of making an informed choice about the 
topic model hyperparameter in any given research project.
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Precision, recall, and F1-score
The classification problem we address here involves an extremely unbalanced dataset with a very low 
prevalence of the positive class in the raw dataset. In such situations, the ROC and AUC can be 
misleading, which is why we also evaluated the precision, recall, average precision and F1-scores for 
the positive class (Manning et al., 2008).

Precision is the fraction of items correctly classified as relevant (TP) among all items classified as 
relevant by the classifier (TP+FP): TP/(TP+FP). Recall is the fraction of all relevant items (TP + FN) 
that were correctly classified as relevant by the classifier (TP): TP/(TP+FN). The F1-measure is the 
harmonic mean of a classifier’s recall and precision. Its highest possible value is 1, indicating perfect 
precision and recall. The F1-measure thus balances precision and recall and is a common measure of 
overall classification performance.

Table 2 (right-hand side) reports the classification results at the relevance score cutoff where the 
EITM classifier reaches the maximum F1 score. At the cutoff, the F1-score is .26 for the Australian, .34 
for the Swiss and .25 for the Turkish corpus for the respective model with 500 topics. Precision and 
recall of the classifiers are similar across the three countries.

In order to benchmark EITM’s classification performance, we emulated a simple keyword-based 
search approach of the sort that is often used but rarely explicated in applied communication research: 
the researcher creates a search query that is designed to maximize recall while avoiding the excessive 
inclusion of irrelevant articles that may occur due to the inclusion of theme-unspecific signifiers, for 
example, political party names like “CDU” in Germany. Recent examples of studies using this kind of 
approach in communication research include Eshbaugh-Soha (2010), Gentzkow and Shapiro (2010), 

Figure 5. Classifier receiver operating characteristic (ROC) and area under the curve (AUC) for Australia, Switzerland, and Turkey at 
100, 500, 1000 topics.
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and Schäfer et al. (2014). In our benchmarking exercise, we used the thematic keywords collected in 
the expert survey to build the search query. Table 2 (left-hand side) shows the results of this simple yet 
common approach to document set discovery compared against the manual gold standard coding for 
Australian, Swiss, and Turkish blogs.

When compared to EITM (right-hand side), the keyword-based search selects a larger number of 
documents and therefore has a much higher recall. However, this comes at the price of vastly reduced 
precision, as most of selected documents are not actually relevant. Compared to the keyword-based 
search-query, the EITM-based classification results in an increase of the F1-score by 3.5 to 4.8 times. 
But rather than just looking at this improved classification performance, it is important to note that 
more generally EITM bestows researchers with greater flexibility in fine-tuning the classification to 
their specific research needs. A keyword-based search query yields exactly one result and can only be 
adjusted by including or excluding specific keywords or changing Boolean operators. With EITM, the 
researcher can tune the classification result in a more fine-grained fashion by setting custom cutoff 
values for the relevance scores assigned to documents in the corpus.

Figure 6 displays the precision-recall curves for document classification based on topic models with 
100, 500 and 1000 topics for the Australian, Swiss, and Turkish blog posts in the MIND dataset. It also 
includes the F1 and average precision (AP) scores for each classifier. The AP is the mean of the 
precision over all possible relevance cutoff values weighted by class distribution. It is the average 
probability, across the full range of possible cutoffs, that a document picked up based on the EITM 
(pre-)classifier actually is relevant.

The figure again shows that, in this application, the topic models estimating 500 topics tended to 
perform best, with the exception of Australia, where the model estimating 100 topics scored highest. It 
also illustrates the trade-off between precision and recall for the classifiers. As the recall of the classifier 
is increased by lowering the relevance score cutoff point, the precision of the classification decreases. 
That is, if a researcher requires high recall, they can keep drawing documents with a lower relevance 
score at the expense of an increasing number of irrelevant documents and more time needed for sifting 
through irrelevant documents.

Table 3 juxtaposes the average precision (AP) of the selected models estimating 500 topics with the 
prevalence of the positive class (i.e., relevant documents) in the dataset. The prevalence is the fraction 
of relevant topics in the document corpus and the probability of picking up a thematically relevant 
document when making a random draw from the corpus.

In our unbalanced dataset, the AP scores indicate a significant improvement when selecting 
relevant documents. Given that AP is the average probability, over all possible cutoffs, that 
a document retrieved as relevant by the EITM (pre-)classifier is actually relevant, we find for the 
Australian corpus, for which the AP is .16, that the EITM-based pre-classification increases the 
probability of picking up a relevant document from the pre-classified corpus by a factor of 6.5 
compared to random draws from the full Australian corpus (i.e., the prevalence). The probability of 
retrieving a relevant document based on EITM was 12.3 times higher for the Swiss corpus and 5.4 
times higher for the Turkish corpus.

We can use the efficiency gains observed for documents collected from blogs to estimate the 
number of working hours saved for a task commonly encountered by applied researchers: sampling 
a fixed number of thematically relevant documents from a corpus containing relevant and irrelevant 

Table 2. Classification performance of EITM versus a baseline keyword-based search approach.

Baseline keyword-query search EITM

Country Precision Recall F1 Precision Recall F1

Australia 0.04 0.99 0.07 0.21 0.35 0.26
Switzerland 0.04 0.96 0.07 0.28 0.42 0.34
Turkey 0.04 0.92 0.07 0.18 0.43 0.25

For EITM, the precision, recall, and F1-score are reported for the maximum obtained F1-score for the models with 500 topics in 
Australia, Switzerland, and Turkey for all blog items in the MIND dataset.
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documents. In our use case, we test the efficiency gains achieved through EITM for the example task of 
generating from the full MIND dataset a sample of 300 thematically relevant documents for each of the 
three countries (Australia, Switzerland, and Turkey), with a target sample size of 100 per document 

Figure 6. Precision / recall curve for the positive class for Australia, Switzerland, and Turkey at 100, 500, 1000 topics. 
Note. F1 is the maximum obtained F1-score and AP is the average precision for the classifier.

Table 3. Observed speed-up (for Blogs) and estimated efficiency gains (for websites & newspapers) for document discovery based on 
EITM (compared to a fully manual approach).

Blogs Websites & Printed Newspapers

Observed Estimated

Country Positive Class Total Items Prevalence AP Speed-up
Coding 
Hours

Coding 
Hours Hours Saved Relative

Australia 184 7503 .02 .16 6.5 30.5 11.7 64.6 85%

Switzerland 28 1635 .02 .21 12.3 10.3 13.3 149.8 92%

Turkey 99 3565 .03 .15 5.4 37.0 16.8 73.9 81%

Total 41.8 288.3 87%

Positive class is the number of identified relevant news items; total items is the number of all items in this category; prevalence is the 
calculated proportion of positive items; AP is the average precision of the EITM classifier based on estimated relevance scores and 
human-coding decisions; speed-up is the estimated factor by which EITM accelerates the manual identification of relevant 
documents; coding hours are the human-coding times observed in the online coding tool in hours; hours saved and relative 
reduction of coding time for websites and printed newspapers are estimates based on the speed-up observed for the classification 
of blog posts.
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category (blog posts, online news articles, printed news articles) per country (or fewer if the MIND 
dataset contained less than 100 relevant documents for a document category in a given country). Based 
on the theoretical “speed-up” as observed by measuring the average precision for the manual 
identification of thematically relevant blog posts, we estimate that in this application the EITM 
classification reduces the work required to reach these target sample sizes from the other two 
document types in the MIND dataset (i.e., online and printed newspaper articles) by 87% (see 
Table 3).5

It is important to consider that we tested the EITM-based classifiers on blog posts. Looking at the 
average time coders needed to decide about the relevance of documents, we find that blog posts appear 
to be more difficult to code than the other document categories: in the example task described above, 
for example, coders spent 30.5 of the total 42.2 coding hours spent on the three Australian document 
corpora coding blog posts only. Therefore, we may assume that performance estimates based on blog 
data are conservative and likely to improve for applications to more standardized genres of text like 
news items from printed newspapers and news websites, because these are generally more structured 
and use a more conventional writing style, which makes them easier to classify. Considering the speed- 
up estimates above, this translates into 64.6 hours of manual coding time that a researcher would save 
when aiming to sample the target number of 300 thematically relevant documents from the Australian 
corpus. In the same task, coders spent a total of 23.6 hours coding the Swiss corpora to identify the 
target number of relevant documents within each category of documents (blog posts, online news 
articles, and printed newspaper articles). They spent 44% (10.3 hours) of their overall working time 
coding blog posts, which translates into 149.8 hours of coding time saved; for Turkey, it took coders 
a total of 53.8 coding hours to identify the fixed target number of relevant articles for each document 
category. Coders spent 69% (37 hours) of their overall working time coding blogs, which translates 
into 73.9 hours of saved manual coding time needed to meet the target size of the relevant document 
sample. With the target sample sizes applied to the three MIND document categories, we estimate that 
in this realistic example sampling task applying the EITM approach will have saved at least 288.4 hours 
of manual coding time in these three countries alone. Of course, one feature of the EITM process is 
that it is highly scalable, and the larger the dataset to which it is applied, the greater the efficiency gains 
will be.

It is important to note that in our validation study it would not have been necessary to code all 
items for blogs in Australia to achieve the goal of drawing a sample of 100 items. For Swiss and Turkish 
blogs, all items needed to be coded, given that the total number of relevant items in the corpus was 
below the target sample size. Since all items falling into the blog category had to be coded to create the 
gold standard data, the potential time saved for Australian blogs was not included in the estimated 
total hours saved.

However, the performance data indicated that the classification problem in this case study and 
dataset is very hard. The AUC and average precision scores suggest that relevance score estimation was 
far from perfect. This, in turn, raises the question of whether selecting items based on the estimated 
relevance scores may introduce a selection bias into the sampling process.

Bias can be introduced by every imperfect classification process and especially by keyword-based 
selection processes. Within the EITM framework, the intermediate step of selecting relevant topics 
(Step 5) is key to reducing selection bias. One option that it offers researchers is to bring in the 
surveyed experts again, rather than the researchers themselves, to select and validate the topics. 
Another option EITM offers is to optimize the ROUGE score, which is the recall of the expert 
keywords by the topic model. Selecting a topic model with a high ROUGE score ensures broad 
coverage of expert-named debates and can be expected to reduce bias in the resulting classification.

For example, if the goal is to sample news items related to discussions of public health in 2020, 
a keyword search might overwhelmingly return news items related to COVID-19. If the domain 
experts also listed a debate about alcohol abuse that is not covered by the topic model the ROUGE 
score will drop. In such a situation, it is possible to adjust the topic model to include this debate, for 
example, by varying hyperparameters such as the number of topics. Another option that would be 
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open to researchers using EITM is to decrease the weight of the topics related to COVID-19, to actively 
influence the relevance scores, so that it becomes easier to discover news items debating other public 
health issues.

Finally, EITM users can make use of chunking to further reduce classification bias: In the case study 
presented here, we decided not to draw single documents based on the relevance score until we 
reached the sample size. Instead, we drew larger chunks of 10,000 documents from the fully ranked 
document set, working our way down from the top of the relevance distribution, and randomized the 
order of documents within chunks. This made it possible to discover relevant news items with a lower 
relevance score while still eliminating those news items that were extremely unlikely to be related to 
the master topic. The EITM process allows researchers to reduce bias and maximize recall by adjusting 
either the chunk size or the probability cutoff values according to the amount of time that they are able 
to invest into the item-selection process.

In sum, it is important to note that it is important for researchers using EITM to be aware of the 
risks of selection bias as much as with any other classification technique. The above examples show 
that several options exist for them to address and hopefully reduce such bias within the EITM process.

Concluding remarks

We propose an expert-informed hybrid approach to discovering document subsets belonging to 
a researcher-defined master topic within large sets of text data. The expert-informed topic modeling 
(EITM) approach combines the efficiency and scalability of unsupervised text analysis with the deep 
knowledge of experts within the relevant social and substantive domain. It is a hybrid procedure in 
that it involves the discovery of relevant topics as well as the classification of documents into these 
topics. This means that the procedure is doubly open. First, it opens up the process of document set 
discovery to inductive algorithm-driven discovery. Second, it allows for post-hoc input of expert 
knowledge to validate and weight algorithmic results and guide document set classification decisions. 
At its heart, the EITM approach is a post-hoc way of adding problem-specific structure to unsuper-
vised computational model output by drawing on expert knowledge. It thus can be thought of as 
a “semi-supervised” approach to document set discovery.

EITM is the first validated method for (semi-)automated document discovery that does not require 
detailed contextual knowledge on the part of the primary researchers. The approach is flexible in that it 
can be applied to any given subject domain. Unlike deterministic keyword-based strategies, EITM 
provides a probabilistic method for identifying relevant sub-topics that researchers were not pre-
viously aware of (e.g., specific public debates in specific social contexts at a specific time) and text 
documents that deal with these topics. The EITM approach therefore is particularly helpful 
in situations in which researchers lack comprehensive domain knowledge such as cross-nationally 
comparative studies or studies of highly specialized expert or subcultural discourses. It is also flexible 
in that it makes a valid topic-based identification of document subsets from unfamiliar knowledge 
domains more efficient in research projects, irrespective of their degree of tolerance for error in 
document classification.

One possible alternative to surveying experts for the generation of debate themes and keywords may 
be to start with a set of keywords defined by the researcher and then refine this set using computer-aided 
methods such as that proposed by King et al. (2017). This approach may work well in cases in which the 
master topic of interest is signified by a set of keywords that has a high likelihood of occurring in each of 
the initially unknown sub-debates of interest. It may work less well when the master topic of interest is 
very broad and encompasses debates that may not share a “common denominator” of keywords. For 
example, the master topic in our use case (the public role of religion in societal life) encompassed some 
clearly relevant debates (e.g., the “Handschlag-Debatte” in Switzerland, and the debates on same sex 
marriage and on adoption rights for same-sex couples in the USA), and some articles on these debates 
did not include generic references to the master topic. In such a constellation an expert-driven approach 
may provide better coverage of all relevant debates compared to the researcher-driven, computer- 
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assisted approach by King and colleagues. In short, emic domain knowledge simply may be superior to 
computational and researcher inputs in some situations that are commonly encountered by commu-
nication researchers, especially in cross-national studies of text-as-data.

More recently, word embeddings and neural networks have been proposed for text classification 
(Rudkowsky et al., 2018; Turney & Pantel, 2010). Even though there has been recent work on the 
interpretability of word embeddings (Jang & Myaeng, 2017; Şenel et al., 2018), one benefit of using 
LDA for the initial clustering of the search space is that the results returned by LDA are more easily 
interpreted by humans. This allows a manual selection of topics for subsequent classification. LDA 
outputs thus can serve as inductive starting points to identifying relevant and irrelevant topics and 
documents without requiring training data for supervised machine learning.

Moreover, its LDA-based approach makes EITM transparent from start to end. The LDA clustering 
results help researchers gain insights into the specific full document set at hand. We regard this as an 
advantage over modern pre-trained models like BERT, which get trained on massive general text 
corpora (Devlin et al., 2019; Kaliyar, 2020). However, the EITM framework also, in principle, allows 
for the use of different clustering algorithms that may have distinct advantages in different research 
situations.

Finally, once a researcher has selected a set of documents using EITM, they may use this set 
together with the topic distribution generated by LDA to produce training data for machine learning 
and iteratively increase the classification performance even further.

In projects where researchers aim for a reduction of error in automated text subset discovery, rather 
than its elimination, an EITM-approach alone can achieve this goal. However, as shown above, in 
projects where the researchers aim at achieving a maximally error-free topic-based identification of 
document subsets, pre-classification of documents based on EITM-generated relevance scores 
improves the efficiency of the process by reducing the average time needed for manual coders in 
a follow-up classification task to identify thematically relevant items within the larger search set of 
documents. The topics identified as relevant based on EITM are used to estimate for each document in 
the search set the continuous probability of it belonging to the master topic. Researchers can then 
define a probability threshold that must be met for any given document to be classified as relevant for 
further analysis of any form. As we have shown, the EITM approach provides a substantively valid, 
efficient, and flexible framework for document-set discovery under imperfect domain knowledge of 
researchers. Here, we have validated it with corpora in three different languages (English, German, and 
Turkish).

In future applications, the EITM process can easily be expanded to other languages and is open to 
further extensions based on researcher needs and resources. For example, future applications may use 
a two-stage expert survey design, in which experts not only provide open lists of topics and keywords 
but are surveyed a second time to validate the final list of relevant topics to improve the resulting 
estimates of document relevance probabilities. It is also possible to apply EITM not only to estimate 
a single topic model per country as we did here but to make more fine-grained distinctions, for 
example, by estimating one model per media type in each country, in order to allow for an even more 
context-sensitive detection of topics and debates.

The proliferation of large, heterogeneous sets of media content and other politically relevant text data 
will make the specific classification task that EITM solves more common. First, primary researchers will 
not be able to know the discourses, media contexts or countries they aim to study deeply enough in 
advance to be able to make valid document set choices upfront. This is a pressing issue in comparative 
studies that reach beyond a small set of countries well known to the primary researchers. It is also 
important in studies of specialized subcultures and professional milieus for which few prior insights 
exist. In this sense, EITM opens the door to uncharted territory. Second, EITM’s continuous relevance 
estimates allow for researcher-defined cutoffs and enhanced efficiency in selecting documents and thus 
increase researcher flexibility. Finally, continuous relevance scores can also be used as inputs for more 
refined substantive analyses, for example, by comparing item-level content features in various brackets of 
topical relevance. In sum, EITM provides a new hybrid framework with multiple possible extensions to 
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enable further analysis in text-as-data studies. Importantly, it not only provides a way for social scientists 
to improve the validity of their document discovery procedures, but also supports their learning about 
social contexts they may want to study but have incomplete prior knowledge about.

Notes

1. There also are more minor differences concomitant to the more basic differences between the approaches. For 
example, because it focuses on inductive learning about initially unknown debates in situations where the 
researchers are lacking necessary domain knowledge, EITM draws on probabilistic topic models for the 
unsupervised estimation of topics and mixed-membership classification of documents into these topics. In 
contrast, the KLR approach generalizes after a researcher-selected “seed” search query to identify a reference 
document set for training purposes and thus relieson supervised machine learning classifiers, which may 
introduce biasing path dependencies into the process.

2. Experts were given the following instructions: “Please give a brief description of each topic that comes to your 
mind, using the designated fields. In a second step, please enter for each topic 3–5 keywords that characterize the 
topic and that are, in your best judgment, helpful in identifying news stories covering this topic.”

3. Using only expert-provided keywords is a conservative approach. Another possible approach would be to expand 
the list of inputted keywords to synonyms. However, such expansion may introduce an additional need to 
validate the resultant synonyms, which could be done by feeding potential synonyms to experts in a second 
survey round. It is also important to note that an exhaustive list of keywords will be more important for 
deterministic approaches based on search-queries. One benefit of using topic modeling for document discovery 
is that, as a probabilistic approach, it will capture each term in its topic solution that is systematically associated 
with the expert inputs, which means that we can expect EITM to function well even if the expert inputs are 
lexically incomplete so long as they are thematically exhaustive. Similarly, the probabilistic process ensures that 
topics that are well described with only a few keywords are not ranked lower than those with many relevant 
keywords as such highly discriminant keywords will be assigned greater weight for their respective topic.

4. Australian blogs: 7,503 (round 1) + 274 (round 2) + 141 (round 3) = 7.918 coding acts; Swiss blogs: 1,635 
(round 1) + 60 (round 2) + 32 (round 3) = 1,727 coding acts; Turkish blogs: 3,565 (round 1) + 318 (round 2) + 222 
(round 3) = 4,105 coding acts.

5. Note that both the speed-up and efficiency gain analysis assess the acceleration of the document discovery 
process, not a comprehensive cost-benefit analysis, which would include the effort involved in the other steps of 
the EITM process such as conducting the expert survey.
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