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Abstract

We describe a system for storing, transmitting and presenting digital movies in a
computer network. The hardware used in the system is standard hardware, as found
in typical workstations today; no special hardware is required. The movies are shown
in windows of the X window system. This allows full integration with the classical
components of computer applications such as text, color graphics, menus and icons.
The XMovie system has several innovative features: First, it contains a new algorithm
for the gradual adaptation of the color lookup table during the presentation of the
movie to ensure optimal color quality on low-end workstations. Second, it is a multi-
standard system supporting the compression techniques MPEG, H.261, Motion JPEG,
and a newly developed extension to the well known Color Cell Compression method.
Third, we introduce AdFEC, a new adaptable forward error correction method for our
movie transmission protocol.

Categories and Subject Descriptors: C.2.2 [Computer-Communications Networks]
Network Protocols { protocol architecture; C.2.4 [Computer-Communications Net-

works] Distributed Systems { distributed applications; E.4 [Coding and Informa-

tion Theory] data compaction and compression; H.5.1 [Information Interfaces

and Presentation] Multimedia Information Systems { video (e.g., tape, disk, DVI);
H.5.2 [Information Interfaces and Presentation] User Interfaces { windowing sys-
tems; I.4.2 [Image Processing] Compression (Coding) { approximate methods

General Terms: Algorithms

Additional Keywords and Phrases: distributed multimedia systems, digital video,
transmission protocols, software motion picture

1 Introduction

Modern workstations have fast processors, high resolution color graphics displays and high-
performance network adapters. For all these components considerable performance im-
provement can be still expected within coming years. Such a powerful hardware scenario
enables new computer applications, of which the most important is perhaps the integration
of digital �lms into a classical data processing environment.

For many years, computers have been used for the processing of digital �lms. The
most important directions in research and development can be classi�ed into the cate-
gories computer animation [35], computer simulation and digital video [37, 39]. This paper
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concentrates on the transmission and presentation of sequences of digital images in a dis-
tributed system of standard UNIX workstations and servers. We present an experimental
system called XMovie which has been developed and is now operational at the University
of Mannheim. The system allows the presentation of digital movies in a window of the
X window system (X) under UNIX [53]. Unlike most other systems reported on in the
literature, such as the Berkeley Continuous Media Player [51] or Pandora [23], the XMovie
system requires no special hardware.

XMovie di�ers from other software solutions for digital movies (e.g. the Berkeley MPEG
player [45], QuickTime [2] or Software Motion Pictures [42]) in that he has an integrat-
ed movie transmission protocol , thus enabling access to movies accross networks. Digital
movies stored in a distributed system cannot be accessed online today. Even in the World-
Wide Web (W3 [3]), a distributed hypermedia system, movies are transmitted via FTP,
stored and then played back locally.

In Chapter 2 of this paper we describe the overall architecture of the XMovie system.
In Chapter 3 we present formats, compression techniques and display methods for movies.
Chapter 4 discusses application layer issues for movie transmission protocols. In Chap-
ter 5 we concentrate on the implementation of XMovie, new developments and experiences.
Chapter 6 concludes the paper.

2 Architecture of the XMovie System

The XMovie System is a distributed test bed for integrated transmission and presentation
of digital movies. It consists of interconnected UNIX workstations, and it can transmit
stored movies over digital high{speed networks and display them in windows of the X
window system. Unlike other digital movie systems, it requires no special hardware in
workstations. Relying on special hardware seems to be too constraining for innovative
multimedia systems, even though it can help provide better performance in the short term.
Our approach is to use software solutions wherever possible, and special hardware only
when it is absolutely necessary (e.g. a video digitizer board as the source of a live movie).
As an immediate consequence our system is highly portable. The networks we use in our
current implementation are standard Ethernet and an FDDI ring.

Figure 1 depicts the architecture of the XMovie system. The main components of
XMovie are the CM Server, the CM Client, the CM Agent and the Playback Application.
These components can run on one, two or three di�erent UNIX systems depending on the
requirements of the application.

The CM Server is able to store and replay sequences of digital images (digital �lms).
It maintains a movie directory. On request of the CM Client a sequence of images is sent
over the network. The transmission protocol is called MTP (Movie Transmission Protocol)
and was newly developed for the XMovie system.

The CM Client reads the movie stream from the network, performs forward error
correction (FEC) and optionally decompression in software, and writes single frames into
shared memory. All these frames are of constant size.

The CM Agent resides within the X server as an extension to the X code and reads
frames at a speci�ed rate out of shared memory. CM Client and CM Agent communicate
through an extended X protocol.

The last component of the system is the Playback Application. It uses MCP (Movie
Control Protocol), the control part of MTP, to communicate with the CM Client to control
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Figure 1: Architecture of the XMovie system

the playback of movies.
The main di�erences between the Berkeley Continuous Media Player [51] and XMovie

are that CM Client and CM Agent run independently of each other during the playback
of a movie, and that we use software decompression. The CM Agent receives only a start
order and performs the reading and displaying of single frames. The CM Client writes
frames to shared memory and does not have to inform the X server to display each frame
each time. The queue introduced between CM Client and CM Agent is used for decoupling
network and display and is the perfect place for jitter control. If both CM Client and CM
Agent have enough CPU power available to ful�ll their duty, i.e. to deliver and to display
the frames at the requested rate, the system works very smoothly.

In this paper we concentrate on the transmission and presentation of digital movies;
we do not discuss the creation or mass storage of such movies here. An introduction to
the creation of movies can be found in [5, 30]. Digitized video �lms can be used as well
as computer-generated digital movies. Storage aspects are discussed in [17, 49, 50, 61] and
many other papers.

3 Formats, Compression Techniques and Display

Methods for Movies

A number of image formats, compression techniques and display methods have been pro-
posed for digital movies. As part of the XMovie design, we had to address these issues.

3.1 Formats for Digital Images and Movies

An image digitized with \true colors" uses 24 bits of storage per pixel (one byte for each of
the color components red, green and blue). More than 16 million di�erent colors can thus
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occur in one image. However, experience shows that the human eye cannot recognize small
color di�erences [20, 38]. At the same time, \true color" representation needs too much
storage to be practical (720 kbytes for a 600�400 pixel picture), so image compression is
an obvious solution.

A very widely used form of image compression is the color lookup table technology. The
graphics adapters of PCs and workstations can typically display 256 di�erent colors at a
time. The components for each color are stored in a color lookup table (CLUT or \color
map") containing 256 entries. Each pixel of an image is represented by one byte which is
an index into the color lookup table (see Figure 2).

r

color lookup table

color screen

j

i

g

b

Figure 2: Color lookup table technology

For a speci�c image the colors in the CLUT can be optimized by choosing the most
appropriate 256 colors out of a set of 16 million. Thus though only 256 colors can be
presented at one time, selection is from a large set of colors. The corresponding CLUT is
stored with each image. It reduces the amount of data to one-third without much loss of
quality because the selection of colors is optimized for the color contents of the image.

3.2 Compression Techniques for Digital Images and Movies

Even with color lookup tables images are still very large, and further compression is desir-
able. We distinguish between lossless and lossy compression. Lossless compression implies
that the decompressed image is identical to the original image. Lossy compression allows
small di�erences, and usually provides much higher compression factors.

Compression algorithms can also be classi�ed according to their time behavior. Symmet-
ric algorithms use the same amount of time for compression and decompression, whereas
asymmetric algorithms use more time for compression than for decompression. Asymmetric
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algorithms are especially useful in applications where compression can be done o�-line, and
the compressed images are stored for later use. Decompression is typically done much more
frequently, and can often be done in real-time.

Image representation with a CLUT can be considered as a simple, lossy compression.
Decompression is done in real-time in the graphics adapter. More sophisticated compression
needs more computing power for decompression. This computing power can be provided
with the following hardware approaches:

� a faster CPU

� special hardware for image decompression in the workstation or in the color graphics
adapter

� multiple parallel processors.

An interesting compression scheme for still images is the Color Cell Compression al-
gorithm (CCC, [7]; an extension can be found in [46]). CCC compresses to 2 bits/pixel.
Because of the blockwise nature of the algorithm, compression and decompression can be
parallelized well. The algorithm is lossy and symmetric. Our extension (XCCC) is described
in detail in Chapter 3.4.

If we include the time dimension, movie formats can be further subdivided into two major
groups: intraframe formats , and interframe formats . In pure intraframe formats a video is
encoded as a sequence of independent frames. The encoding can either be uncompressed
n-bit color images (n equals 1, 8 or 32), or compressed images such as XCCC, or JPEG [25].
The last case is known as Motion JPEG. Pure intraframe formats are robust to transmission
errors because a single error is not carried over from one frame to another.

In interframe formats the compressed video stream consists of a combination of intra-
coded and intercoded frames. Examples are MPEG [26] and H.261 [10]. For example,
an MPEG compressed stream consists of a sequence of intra coded, predictive coded, and
bidirectionally-predictive coded pictures.

All these algorithms are lossy, and JPEG and H.261 are symmetric, while MPEG is
asymmetric. The compression factors are very high due to the Discrete Cosine Transforma-
tion and quantization steps, but compression and decompression require considerable com-
puting power. Therefore the current trend is to build special compression/decompression
chips. JPEG chips and MPEG chip sets are already available on the market, e.g. from
C-Cube Microsystems [58].

The XMovie system has built-in decompression software for MPEG and H.261, in addi-
tion to the CLUT adaptation and XCCC schemes developed in Mannheim. The decoders
are derived from the UC Berkeley MPEG player [45] and the INRIA H.261 videoconfer-
encing system (IVS [57]). The support of the implementors is gratefully acknowledged. As
mentioned above, for maximal 
exibility and portability no decompression hardware is used
in XMovie.

3.3 The DeltaCLUT Algorithm

Our �rst \home-made" movie format uses 8-bit color-mapped images, optimized for color
lookup table technology in low-end workstations. There are three possibilities to generate
a movie with CLUT out of a movie with full color:

� compute one CLUT for the whole movie
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� compute a new CLUT for each frame

� compute a CLUT for the �rst frame and update it according to the color contents of
subsequent frames.

The �rst two methods both have disadvantages. Using only one CLUT for the whole
movie yields very poor colors. For a single picture 256 optimally chosen colors are usually
su�cient, but not for a movie with many scenes, each with very di�erent color contents.
In the second method the workstation has to re-load the CLUT between two frames. The
old frame is thus shown for a short time with the CLUT of the new frame. The e�ect is
visually very disturbing. Loading the CLUT once the frame has been loaded results in the
same e�ect: the new frame is shown with the CLUT of the old.

When the third method is used in a straightforward way, the same but somewhat weaker
e�ect will be observed. XMovie extended the third method to avoid this problem: Each
CLUT contains a small amount of free entries, i.e. no pixel of the frame uses these table
entries (see Figure 3). The next frame can use and change these reserved entries. The
actual frame can now be shown with its own CLUT and with the CLUT of the next frame
without a visible di�erence, thus avoiding false colors.

CLUTi�1 CLUTi CLUTi+1

reserved for the next frame
B
B
B
B
BBM

PPPPPPPi

�
�
�
�
�
�
��

3

2

1

-
t

Figure 3: Free entries in the CLUTs

3.3.1 Computing Optimal CLUT Updates for a Given Movie

We have developed an algorithm called DeltaCLUT for the gradual adaption of the Color
Lookup Table [33]. The CLUT for each frame i in the movie is computed as follows.
Conceptually each CLUT has three classes of entries: Class 1 comprises the entries for
colors identical in frames i-1 and i, class 2 comprises entries needed for frame i-1 but not
occurring in frame i, and class 3 comprises new colors of frame i. The algorithm has four
steps:
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Algorithm DeltaCLUT

1. Choose a full CLUT for frame i with a conventional CLUT algorithm, for example
median-cut.

2. Compare the colors of CLUT i with the colors of CLUT i � 1. Identical or nearly
identical colors are re-used from CLUT i� 1 (class 1).

3. Copy all CLUT entries used in frame i�1 but not yet in CLUT i to CLUT i (class 2).
These colors are not needed by frame i, so that frame i+1 can overwrite them later.

4. Choose some more colors for CLUT i and load them into the entries of class 3.

In the �rst step the standard technique median-cut is used to map the full-color image
onto a CLUT image [22]. The second step of the algorithm searches for nearly identical
colors in CLUT i-1 according to parameter one. The colors found are copied to CLUT i
(class 1). In step three all other colors used in frame i-1 are copied to CLUT i, hence all
colors used in frame i-1 are now in CLUT i, but the colors copied in step three are marked as
not usable (class 3). Later they can be overridden by CLUT i+1 without disturbing frame
i. In the fourth step more colors remaining from the output of the median-cut algorithm
are added until CLUT i is �lled.

The �rst frame is a special case. It is handled by reserving a �xed but arbitrary number
of entries and �lling all others with colors of frame 1 from the median-cut algorithm.

Extensive measurements were performed in order to evaluate the in
uence of various
parameters on the visual quality of the movie. The details are described in [34]. Our
experiments showed that the color quality of single raytraced frames is only slightly poorer
compared with pictures using all 256 colors.

The DeltaCLUT algorithm is rather time consuming due to the embedded median-cut
algorithm. The DeltaCLUT part itself is quite fast. The time is nearly independent of the
size of the frames because the amount of di�erent colors in a frame is independent of its
size.

The dithering of the frames can be done with any standard dithering algorithm. The
time is linear with the number of the pixels in the movie because the algorithm has to �nd
the index for each pixel.

3.4 eXtended Color Cell Compression (XCCC)

The standardized compression techniques JPEG for still images and MPEG for motion
pictures both include a Discrete Cosine Transform (DCT). This is a complex and com-
putationally very demanding mathematical function. As a consequence, software motion
pictures based on JPEG or MPEG are slow, even on the most powerful CPUs available
today, and it is generally assumed that these compression schemes will only work well with
special hardware. However, special hardware makes a movie system much less 
exible and
portable. It is thus reasonable to also consider alternative compression/decompression al-
gorithms for movies which are optimized for computation in software on general purpose
CPUs.

We propose an extension to the Color Cell Compression scheme, called XCCC, for use in
multimedia workstations. After a short introduction into the predecessors of XCCC, Block
Truncation Coding for monochrome images and Color Cell Compression for color images,
we describe XCCC in detail.
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3.4.1 Block Truncation Coding (BTC)

The Block Truncation Coding Algorithm [15] is used for the compression of monochrome
images. The �rst step of the algorithm is the decomposition of the whole image into blocks
of size n�m pixels. Usually these blocks are quadratic with n = m = 4. For each block P
the mean value � and the standard deviation � is computed:

� =
1

nm

nX
i=1

mX
j=1

Pi;j

� =

vuut 1

nm

nX
i=1

mX
j=1

P 2
i;j � �2

where Pi;j is the brightness of the pixel.
In addition a bit array of size n�m is calculated for each block. A 1 in this bit array

indicates that the gray value of the corresponding pixel is greater than the mean value, a 0
indicates that the value is less than the mean value:

Bi;j =

�
1 if Pi;j � �
0 else

The decompression algorithm knows out of the bit array whether the pixel is darker or
brighter than the average. Last we need the two gray scale values for the darker and for
the brighter pixels. These values (a und b) are calculated with the help of the mean value
and the standard deviation, and are then stored together with the bit array:

a = �+ �
p
p=q

b = �� �
p
q=p

Here p and q are the number of the pixels having a larger resp. smaller brightness than
the mean value of the block.

During the decompression phase each block of pixels is calculated as follows:

P 0
i;j =

�
a if Bi;j = 1
b else

e.g. where the bit array shows a 1, the gray value a is used, where it shows a 0 the value b
is used.

If the original image used one byte per pixel, we had a storage requirement of 128 bits
for each 4�4 block. The compressed block can be stored with 16 bits for the bit array plus
one byte for each of the values a und b. Hence we have a storage reduction from eight bits
to two bits per pixel.

This basic version of BTC can be improved with a number of tricks [46]. Additionally,
[52] describes a hierarchical version of BTC.

3.4.2 Color Cell Compression (CCC)

If BTC is to be used for color images rather than for gray scales, the components (red, green,
and blue, resp. chrominance and luminance) may be compressed separately. However, the
CCC method promises a much better compression rate [7].
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Similarly to BTC, the image is divided into blocks called "color cells". The two values a
and b are now indices into a color lookup table (CLUT). The criterion for the bit array values
is now the brightness of the corresponding pixels. The brightness of a pixel is computed in
the following way, taking human perception into account:

Y = 0:3Pred + 0:59Pgreen + 0:11Pblue

The mean value of each block can now be computed out of these brightness values (analogous
to the BTC method).

Let us de�ne Pred;i;j as the red component of Pi;j , Pgreen;i;j the green component and
Pblue;i;j the blue component. The next step is then to compute the color values ared, agreen,
ablue as well as bred, bgreen, bblue:

ac =
1

q

X
Yi;j��

Pc;i;j bzw. bc =
1

p

X
Yi;j<�

Pc;i;j with c = red, green, blue

Again p and q are the number of pixels with a brightness larger resp. smaller than the
mean value. The bit array is computed as for BTC.

The color values a = (ared; agreen; ablue) und b = (bred; bgreen; bblue) are now quantized
onto a color lookup table. In this way we get the values a0 und b0. These values are stored
together with the bit array (Figure 4).

The decompression algorithm works analogous to the BTC method:

P 0
i;j =

�
CLUT[a0] if Bi;j = 1
CLUT[b0] else

(CLUT is the color lookup table.)
The two values a0 und b0 can each be stored in one byte if the CLUT has 256 entries.

Hence the storage needed for one block of size 4� 4 is two bits per pixel as with the BTC
(to be more exact we would have to add the storage needed by the CLUT (256�3 bytes for
the full image)).
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Color Cell Compression is not only one of the best compression algorithms, it is also one
of the fastest [46]. All calculations can be done without 
oating point operations, and the
asymptotic complexity is O(N �M � (1+ log k

n�m
)) (image size N �M , size of the block n�m,

size of the CLUT k). The decompression is also done without 
oating point operations
with a complexity of O(N �M).

As in the case of the BTC algorithm, a number of possible improvements exist here as
well [46]:

� If the two colors a and b are nearly equal, or one color dominates in frequency of
occurrence, only one color is stored, and no bit array is needed.

� If an image contains large areas with only small di�erences in color, those areas may
be encoded with larger blocks.

� For movies cuboids may be used, with time being the third dimension if the changes
from frame to frame are small enough.

3.4.3 XCCC: Extensions to CCC

Our XCCC scheme extends CCC in three steps in order to improve compression ratio and
runtime performance.

First step: Adaptive block sizes. In many cases an image has large areas with small
di�erences in colors (i. e. in the background). These areas can be coded with fewer bits.

We �rst investigate the optional use of large rectangles. If an image contains large areas
with few colors, these areas can be compressed with larger rectangles.

In XCCC the images are �rst decomposed into large blocks (16� 16) and, if necessary,
these blocks are then subdivided. The algorithm for each block B is:

1. Calculate the CCC coding of the block

2. If the actual block has the minimal block size, then Done.

3. Calculate the mean di�erence �e of the original pixel values and the values coded
with CCC: �e =

P
B jp� p0j2, where p is the pixel value, p0 is the value of the same

pixel after decompression.

4. If �e is smaller than a given constant, then Done.

5. Divide the block into four subblocks and use the algorithm recursively for each of
these blocks.

The data for simple CCC could be arranged in the data stream without any structuring
information. But the output of the extended algorithm is a quadtree with color cells for
each 16�16-block. Hence, we have to store a more complex data structure. This is done by
adding a tag for each block. Figure 5 shows an example of the coding of an XCCC block.
The tag is the logarithm of the length of the edge of the coded block. Blocks of minimal
size need only one tag for four blocks because one minimal block is always followed by three
more. After the tag we store the indices into the CLUT (a and b) and then the bit array.
If the length or width of the image is not divisible by 16, we divide the residual rectangle
into 4� 4 blocks and encode some of these subblocks as rectangles.
The use of adaptive block sizes introduces a small additional overhead for compression and
results in much more e�cient decompression for most images.
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Figure 5: Coding tree of the XCCC-algorithm

Second step: Single Color and Color Reuse. If an image has a large area with only
one color, it is not necessary to store the bit array at all. XCCC does not store a bit array
if the two color indices a and b are equal. There are two ways to let the decoder know that
there is no bit array: First the encoder could store the two colors and the decoder would
know from the equality that there is no bit array. Second, the encoder could use a special
tag and store only one color. XCCC uses the second method.

If we implement bit array suppression for single color blocks, larger squares will not
always improve the compression ratio. Instead of a 32 � 32 square, XCCC may use four
16 � 16 squares. But some of these squares will have no bit array and hence the total
compression ratio may be better. Although this can also happen with smaller blocks, our
experience shows that this is rarely the case.

Colors in the spatial neighborhood are often equal in images. Because of this fact, we
can sometimes reuse colors from the block coded previously. Color reuse is also stored in
the tag.

Third step: Further improvements. Some blocks are encoded in only one or two
bytes, namely the blocks without bit array. If one of the four subblocks of a 16� 16 block
is a single color block, then it is cheaper in memory to store the four subblocks instead of
the 16 � 16 block. Some are even stored in one byte only, namely those where a or b are
taken from the previous block.

The remaining redundancy in the bit stream could be further compressed with Hu�man
codes [24]:

� The bit stream consist of three parts: The tags, the colors and the bit arrays. All
three parts still have redundancy in the stream.

� Some of the tags are used very often, others never or very seldom. The usage of a
Hu�man code will reduce the total size of the tags to 50%.

� The colors can be compressed only by about 10% with a Hu�man code because of the
usage of a color lookup table. This table is chosen to allow use of all colors equally
often. Hence only a small redundancy of about 10% remains.

� A large redundancy is in the bit arrays, especially in the bit arrays of the 4�4-blocks.
The redundancy can be as much as 60%.
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Hence compression of the tagged stream with three di�erent Hu�man codes would divide
the size into half, but also slow down decompression.

From frame to frame the color of a pixel seldom changes. So we could use a second
\same color" 
ag to signal the reuse of the corresponding color from the previous image.

A third improvement has been implemented: All blocks are test-wise subdivided into
4� 4 blocks. Step 4 of the XCCC algorithms is then changed to the following:

4. If �e is smaller than a given constant, and encoding of the actual block is better than
encoding of the subdivided block, then Done.

3.4.4 Experience: Compression Ratio and Decompression Speed

The main goal of the XCCC scheme is to allow rapid decompression by software decoders.
Table 1 shows the decompression speed in images per second for XCCC and MPEG. The
MPEG measurements were done with the MPEG player of the University of California
at Berkeley. We used three movies: The �rst and second movie (butter
y) are raytraced
sequences of 350 frames, with size 320 � 256 and 780 � 576 resp. The third movie was
digitized from an analog video showing the University of Mannheim. It consists of scenes
of buildings of the university (an old palace) and other scenes depicting university life. Due
to the analog origin, this movie consists of many di�erent colors and color shades. It is
320� 256 in size and has 2000 frames.

The decompression was done on a DEC AXP workstation with a 133Mhz CPU. The
speeds are the real speeds viewed on the screen. The display adapter uses a color lookup
table with 8 bits per pixel. XCCC uses the same technique internally thus requiring no
conversion. In contrast, MPEG uses full color internally. Hence, the MPEG player has to
dither in real-time. The player has several built-in dithering methods. For the tests we
used the fastest color dithering available (\ordered dithering").

Movie Size MPEG XCCC
(pixels2) (frames/s) (frames/s)

Butter
y 320� 240 10.5 42
Butter
y 780� 576 2.1 6.8
Castle 320� 240 7.8 24

Table 1: Decompression speed of software decoders (in frames/s)

Movie Size MPEG JPEG XCCC
Butter
y 320� 240 0.80%=̂0.19bpp 2.49%=̂0.60bpp 3.0%=̂0.72bpp
Butter
y 780� 576 0.53%=̂0.13bpp 1.54%=̂0.37bpp 1.83%=̂0.44bpp
Castle 320� 240 1.5%=̂0.36bpp 5.9%=̂1.42bpp 6.3%=̂1.51bpp

Table 2: Compression ratios (compressed size/full color size and bits per pixel)

The compression speed was measured on a DECstation 5000/133. For the small butter
y
movie we got about 6.5 seconds per image with MPEG. Before XCCC can be started, the
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color lookup tables have to be computed with DeltaCLUT (see 3.3). This step takes about
7 seconds per image. XCCC then takes about 2 seconds per image. Together our compressor
uses about 10 seconds per image.

Our experiments show that XCCC can decompress images very fast. The quality of the
XCCC images is comparable to the quality of MPEG images. The great advantage of MPEG
is the bit rate of the compressed movie: The size of XCCC compressed movies is about
three to four times larger than the size of MPEG movies. Hence the domain of XCCC are
environments with workstations using the color lookup table technique, where bandwidth
and storage requirements are less critical than runtime performance and 
exibility. In this
environment XCCC performs signi�cantly better than MPEG.

3.5 Integration of Movies into a Window System

For the workstation user the movie should appear in a window on the screen without
disturbing other windows. The handling of the movie window should be similar to that of
other windows. Real movie windows are not yet supported in current window systems, such
as the X window system. An integration of movie windows can be done in the following
ways:

� Hardware can be added (blue-box or real-time digitization of analog video sources),
e.g. Pandora's box [23] or DVI [19]. As we have argued above, the special hardware
needed limits 
exibility and makes integration with other windows di�cult; it also
limits the number of open movie windows.

� The window software is able to show single digital images. This property is abused
to throw fast sequences of still images at it, and it will try to draw as fast as it can.
Examples are the MPEG player of UC Berkeley [45], the INRIA H.261 videoconfer-
encing system (IVS) [57], and nv [8]. The main disadvantages of this approach are
that synchronization is up to the application, that the Playback Application and X
server must be co-located on the same system to gain highest speed, and that multiple
movies create considerable overhead.

� The window system is extended by a native movie window. This is the approach
taken in XMovie.

In the case of the X window system this implies full control of the movie window by
the X server process. The X server is able to process simultaneously several movie orders
from CM Clients. For each order it reads a stream of frames at a speci�ed rate out of a
frame queue in shared memory (see Figure 1). All movie playbacks have to share available
system resources, in particular SHM segments.1 But this is not a severe restriction since
we do not believe that more than one or two movie playbacks will happen at a time, and
in live video only a small number of frames can be bu�ered since live video requires low
end-to-end delay. More details about our extension to the X window system can be found
in [28].

We see many advantages compared to the second solution above:

� The communication overhead between X client, resp. CM Client and X server is lower.

1The number of SHM segments attachable by a process is limited by the operating system.
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� The code for movie presentation (i.e. presentation of sequences of images) does not
have to be repeated in each Playback Application.

� The X server can be better adapted to the workstation hardware, so that performance
and hence the movie quality is better.

� The manipulation of the movie window (open, close, zoom, : : : ) works as usual (for
the user and for the programmer).

� Jitter, added to the continuous media stream by transmission, decoding, or other
functions, can be removed easily in the shared memory queue.

� The CM Client can perform 
ow-control by observing the �ll-level of the shared
memory queue.

4 Application Layer Issues

Multimedia applications can be written more easily if powerful services are available within
the application layer. Besides continuous media streams (CM streams) we have addressed
two such services: movie directory and CM equipment control. The movie directory is used
as a repository for movie information, such as digital format and storage location. The
equipment control service enables the user to control CM equipement attached to local
or remote computer systems, e.g. speakers, cameras, and microphones. We have de�ned
MCAM (Movie Control, Access, and Management), an application layer protocol which
provides these three services to the user. Since we focus in this paper on the transmission
and presentation of digital movies, only the CM streams part of MCAM is presented here.
More details about MCAM can be found in [27, 29].

4.1 The Movie Transmission Protocol MTP

The CM stream service allows isochronous transmission of CM streams over high-speed
networks. For this service we have developed MTP. To provide this isochronous transfer
service in a heterogeneous environment MTP has to extend the functionality of existing
transport interfaces by forward error correction and rate based 
ow control, and has to
keep delay and delay jitter low. In addition, MTP should be portable and extendable to
allow an easy adaptation to new requirements and new transfer services.

The place of MTP in the OSI reference model is shown in Figure 6. MTP is an applica-
tion layer protocol with integrated presentation functionality, and is built upon the Internet
protocols TCP [48] and UDP [47].

Other protocols for the transmission of CM streams are de�ned in the literature, e.g.
[6, 14, 54, 60]. All these are transport layer protocols. In contrast, the architecture of
XMovie is based on common transport services and moves application-speci�c functions
into the MTP layer. This improves the portability of the system. It would be desirable
to have available a transport subsystem for continuous streams. Many such systems are
under development, but at this time we are unhappy with all of them. They either lack
resource reservation and thus guaranteed quality of service, or they have no multicast, or
no dynamic join and leave for receivers. We are eagerly awaiting the next generation of CM
transport protocols.
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Figure 6: Classi�cation of MTP in the OSI reference model

MTP can be used for control purposes only or for combined control and transmission
of CM streams. In Figure 1 only control messages are exchanged between the Playback
Application as Initiator of and the CM Client as Responder to a connection. However,
between the CM Client as Initiator and the CM Server as Responder, control messages as
well as CM data are transmitted.

MTP can be subdivided into two parts: the control protocol MCP (Movie Control
Protocol) and the stream protocol MSP (Movie Stream Protocol). There are several reasons
for such a subdivision: Control protocols have di�erent requirements for underlying services
than do CM stream protocols. A control protocol needs a reliable asynchronous transport
service with low data rate, and has only weak requirements on the delay jitter. In contrast, a
CM stream protocol requires high bandwidth and isochronous transmission with low delay.
Data loss can often be tolerated. The acceptable loss rate is application-speci�c and should
be adjustable.

Also, the separation into two parts allows the use of MTP in event-driven and in media-
driven applications. Both kinds of applications use di�erent control structures to provide the
requested service. Event-driven applications, supporting user interfaces and higher program
functions, have to react to sudden events immediately, no real-time requirements are given.
In contrast, media-driven applications, where the main part of processing takes place, needs
to be performance-optimized and real-time quarantees have to be ful�lled. An example of
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an event driven application is the Playback Application in Figure 1, using the MCP service
only. Both CM Client and CM Server are examples of media-driven applications; they use
the MCP and MSP services.

With TCP the Internet protocol suite o�ers a reliable connection-oriented transport
protocol. MCP uses TCP for the transmission of its PDUs. TCP cannot be used for
isochronous transmission because its error correction and 
ow control algorithms add large
delay and delay jitter [32]. Therefore MSP uses the unreliable connectionless transfer service
of UDP for the transmission of CM streams.

MSP needs to extend the service of UDP to provide a CM stream service. It adds forward
error correction and rate-based 
ow control. Since UDP does not provide an isochronous
transfer service, jitter added to the CM streams by the network needs to be eliminated. In
XMovie we decided to remove jitter as close to the �nal sink as possible, since decompression
and other functions can add jitter to the stream immediately before the display, e.g. in
MPEG the decompression of an I frame takes much longer than the decompression of a
B frame. As mentioned in Chapter 3.5, the shared memory queue of frames between CM
Client and CM Agent is used to eliminate jitter.

Jitter is added to the CM stream by the operating system and the network protocol. In
order to solve the operating system problem, the OS scheduler must be modi�ed to take
the requirements of real-time processing into account. More on this topic can be found
in [1, 21, 41, 43].

As far as the network protocols are concerned, the problems are much more di�cult to
solve because almost all layers introduce variable delays. It starts out with media access
protocols in LANs. For example, in a CSMA/CD-based protocol, carrier sensing can lead
to variable delays, depending on tra�c from other stations on the bus. Also, collisions can
delay packet transmission in an unpredictable way. Similarly, a Token Ring LAN will have
variable packet delays depending on where the token happens to be when transmission is
requested, and on how many priority stations are waiting for transmission. The same is
true for the token-based media access control protocol of FDDI.

Conventional transport protocols are not suitable for isochronous transmission either.
Both TCP and ISO TP4 use time-outs and retransmission for error correction. Of course
retransmitted packets will have a longer delay than �rst-shot packets. Fortunately the
new high-speed networks now under development, such as ATM, will provide protocols for
isochronous data 
ow [12]. At the same time, work is in progress to extend the Internet
protocol suite to enable isochronous data 
ows [9, 13, 18, 54, 59, 62].

4.2 Forward Error Correction

Apart from the XCCC compression scheme discussed above, adaptive forward error cor-
rection is another novel feature of XMovie. The error handling method in traditional
communication protocols is error detection and retransmission. This is inappropriate for
distributed multimedia systems for two reasons: It introduces variable delay unacceptable
for isochronous streams, and it is very ine�cient and di�cult to use in the multicast en-
vironment typical for many multimedia applications. We propose AdFEC, an adaptable
Forward Error Correction scheme based on binary polynomial algebra. It produces an
adaptable amount of redundancy, allowing di�erent packet types to be protected according
to their importance.

Single bit errors rarely occur in modern networks, especially if they are based on �ber
optics. The main source of errors is packet loss in the switches. Current procedures that
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focus on the correction of individual bit errors do not solve this problem.
Very few articles address the problem of reconstructing lost packets [4, 40, 44, 55]. These

articles deal with packet loss in ATM networks. All packets in the data stream are protected
by means of the same method, and with the same redundancy.

The AdFEC scheme developed for XMovie is capable of assigning di�erent priorities to
di�erent parts of the data stream. The amount of redundancy for FEC is chosen according
to the priority. A digital data stream for a movie or for audio contains more than just the
digitized image/audio contents. It also contains information that must not be lost under
any circumstances, such as control instructions, format data, or changes in the color lookup
table. Typically a higher error rate can be tolerated for content parts than for control parts,
but all packets have to arrive on time. For example, we can assign priorities as follows:

Priority 1: Segments that may not be lost under any circumstances (e.g. control and
format information as well changes in the color lookup table)

Priority 2: Segments whose loss clearly adversely a�ects quality (e.g. audio)

Priority 3: Segments whose loss is slightly damaging (e.g. pixel data in a video data
stream).

For none of the three priorities is retransmission a tenable option. Starting from an al-
ready low rate of loss, third-priority packets can be transmitted without protection, second-
priority packets should be protected by means of FEC with minimum redundancy, and
�rst-priority packets by means of FEC with high redundancy.

4.2.1 Creating Redundancy for Forward Error Correction

Traditional error-correcting codes (e. g. Reed-Solomon) were designed for the detection and
correction of bit errors [36]. Since the demand now exists to also restore entire packets, new
codes must be found. Speci�cally, errors need no longer be located, the lost bits are known.
A feature of traditional error-correcting codes is their ability to locate damaged bits. The
price of this feature is a great deal of redundancy. At issue here is to devise a code that
restores the lost packets at a known error location.

Example 1: Two packets p1 and p2 are to be sent. A redundancy of 100% is taken into
account, i. e. two additional packets may be generated. These additional packets are sent
together with the original packets. In the event of packet loss, the original packets p1 and
p2 must be restored from the remaining packets (see Figure 7). In this case two operations
(labeled � and �) are necessary, with whose help the redundant packets can be generated.

We can now de�ne the problems in mathematical terms.

De�nition: Bit sequence IBl = f0; 1gl, for �xed l 2 IN.

given: n packets P = fp1; p2; : : : ; pn 2 IBlg

�nd: n +m packets Q = fq1; q2; : : : ; qn+m 2 IBlg such that upon the arrival of at least n
packets out of Q all packets of the set P can be restored.

Example 2: n = 2;m = 1: Choose q1 = p1; q2 = p2; q3 = p1 � p2. � is the operator for
binary exclusive or (XOR). If, for example, q1 is lost, p1 can be restored with p1 = q2 � q3.

A total of 16 binary operators can be de�ned combining two bits, namely all possible
combinations of zeroes and ones in a four-row value table. In order to construct our packets
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Figure 7: Principle of forward error correction for packet losses (assume the network loses
the packets p1 and p1 � p2)

for Q, operators are required whose result can be used for the unambiguous reconstruction
of any bit �elds. The only binary operator suitable for this is the XOR-operator and
its negation, the equivalence. Therefore on the basis of just the 1-bit operators only one
redundancy packet can be generated, all other packets would not allow an unambiguous
reconstruction in all cases.

In order to generate additional independent packets, a �eld containing 2n elements
(n > 1) must be sought. Such �elds can be generated with the aid of polynomial algebra [36].
Table 3 shows the operations + and � for a �eld containing four elements.

+ 00 01 10 11
00 00 01 10 11
01 01 00 11 10
10 10 11 00 01
11 11 10 01 00

� 00 01 10 11
00 00 00 00 00
01 00 01 10 11
10 00 10 11 01
11 00 11 01 10

Table 3: The operations + and � for a �eld containing four elements

For n = m = 2 the operators � and � can, for example, be de�ned as follows (the �eld
is labeled GF for Galois Field):

a; b 2 GF(22)) a � b = a+ b

a � b = a+ 10 � b

The two redundancy packets are thus de�ned as

c = a+ b

and
d = a+ 10 � b

In the case of loss of two data packets, the calculations in Table 4 are to be carried out.
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arriving Calculations for reconstructing
Packets a b
a; b - -
a; c - a+ c
a; d - 11 � (a+ d)
b; c b+ c -
b; d d+ 10 � b -
c; d 11 � c+ 10 � d 10 � (c+ d)

Table 4: Calculations for reconstruction of lost packets

Returning to our notation above we set p1 = a; p2 = b; q1 = c and q2 = d. Thus, if
any two packets are lost, the contents of p1 and p2 can be reconstructed from the arriving
packets.

Generally speaking, �elds containing pn elements (p is prime, n > 0) can be derived. Of
particular interest to the computer scientist are of course those with p = 2. For this reason
only such �elds will be considered in the following. The book by Lin and Costello [36]
provides in its appendix a list of the possible generator polynomials for GF(2n) to n = 10.

4.2.2 The Power of Polynomial Algebra for Forward Error Correction

The �elds constructed in the preceding section are to be examined regarding their power for
generating redundant packets. Of particular interest is the number of independent packets
that can be generated. Given the two packets a and b, generation occurs in the form �a+�b,
with �; �; a; b 2 GF(2n).

Thus, given a �eld GF(2n) and a number of packets a1; : : : ; ak, the question is: How
many independent packets l can be generated by the given �eld from k packets? The more
packets generated and transmitted, the greater the probability that the recipient will be
able to reconstruct the packets sent from those that arrived. It has already been explained
above that by means of a �eld GF(2) only one single additional packet can be generated,
independent of the number of given packets. The extension to the �eld GF(2) apparently
is of little use in this respect. For this reason the �elds GF(2n) are examined.

Generally, the contents of the output packets for two input packets a and b adhere to
the following scheme:

Output Packets:
pij = � � a+ � � b with i; j = 1 : : : 2n and �; � 2 GF(2n) (see Table 5)
Some of the packets generated in this manner are linearly dependent, and their trans-

mission thus a�ords no advantage for reconstruction. The transmission of the �rst packet is
obviously useless because it is always equal to zero. The pairs of linearly dependent packets
can now be combined into classes. n�1 elements belong to every class, in the example three
elements of the table. The result yielded here is the set ffb; �b; (1 + �)bg; fa+ b; �a+ �b;
(1+�)a+(1+�)bg; fa+�b; �a+(1+�)b; (1+�)a+bg; fa+(1+�)b; �a+b; (1+�)a+�)bg;
fa; �a; (1 + �)agg.

A more detailed discussion of the systematic construction of linearly independent pack-
ets, with several theorems and algorithms, can be found in [31].

Let us now come to the corrective power and the overhead of our scheme. The more
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1. 0+ 0
2. 0+ b
3. 0+ �b
4. 0+ (1 + �)b
5. a+ 0
6. a+ b
7. a+ �b
8. a+(1 + �)b

9. �a + 0
10. �a + b
11. �a + �b
12. �a +(1 + �)b
13. (1 + �)a+ 0
14. (1 + �)a+ b
15. (1 + �)a+ �b
16. (1 + �)a+(1 + �)b

Table 5: Generateable packets in GF(22)

linearly independent packets we include in the transmission, the higher the corrective power
(i. e. chance of restoration), but the higher, also, the overhead. For example, only minimal
protection is provided by a single additional packet for every ten data packets. This results
in a redundancy of only 10 percent. But with our scheme it is now easy to generate a larger
number of redundant packets, thereby strongly increasing the reconstruction probability.
For example, using a code out of the �eld GF(28), 257 pairs of linearly independent packets
could be generated out of only two data packets. This goes to the other extreme in increasing
the data rate, but at the same time provides much better correction probability.

As we have seen, the method described enables the generation of an adaptable redundan-
cy. Using the same method of calculation at the sender and receiver, the di�erent segments
of the data stream can be protected with varying degrees of correction probability and
overhead. Therefore, we call our method AdFEC (Adaptable Forward Error Correction).

4.2.3 The Corrective Power of AdFEC

In this section we analyze the corrective power of the AdFEC method. We compare Ad-
FEC with two alternatives: duplicating each packet, or no redundancy at all (i. e. no error
correction).

Let n be the number of packets to be sent and m be the number of packets that are
added for error correction. Furthermore, let q be the probability that a packet arrives (i. e.
1� q is the probability of loosing a particular packet). We assume that the loss of packets
is an independent process. We use the following notation to denote the probabilities that
the original n packets can be recovered:

p(n;m) under the assumption that m additional packets are added;
pd(n) under the assumption that every packet is send twice;
pn(n) no forward error correction.

To obtain a formula for p(n;m) note that the probability that exactly i out of the n+m
packets get lost is

qn+m�i (1� q)i
�
n+m

i

�

. In order to reconstruct the original n packets, at most m packet losses are tolerable.
Taking the sum over all possible cases we get

p(n;m) =

mX
i=0

qn+m�i (1� q)i
�
n+m

i

�
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For the analysis of pd(n) note that the original n packets can be reconstructed only if at
least one of the two duplicates arrives. Thus, if i packets are lost, the original n packets
arrived at the receiver if the lost packets were all di�erent. There are

2i
�
n
i

�

di�erent cases for losing exactly i di�erent packets. This yields

pd(n) =

nX
i=0

q2n�i (1� q)i 2i
�
n
i

�

Clearly for the function pn(n) we have

pn(n) = qn

The overhead in the case of sending every packet twice is 100%. In the case where m
additional packets are sent the overhead is 100m/n%.

The following tables characterize the situation for q = 0:9 and q = 0:7. In the �rst case,
we have pn(10) = 0:35 and pd(10) = 0:90, and in the second case we have pn(10) = 0:03
and pd(10) = 0:39.

Probability q = 0:9
numb. of add. p(10;m) overhead

packets in %
1 0.697 10
2 0.889 20
3 0.966 30
4 0.991 40
5 0.998 50

Probability q = 0:7
numb. of add. p(10;m) overhead

packets in %
1 0.113 10
2 0.253 20
3 0.421 30
4 0.584 40
5 0.722 50

Thus, in the case q = 0:9 with an overhead of only 20%, nearly the same arrival prob-
ability can be achieved by our algorithm as in the case where every packet is sent twice
(i. e. the overhead is 100%). In the case q = 0:7 the situation is similar: with an overhead
of only 30% a better result can be achieved than with duplication. Moreover, the arrival
probability with only 10% overhead is 69% (11%), compared to 35% (3%) without error
correction. Hence, our adaptable method is superior to the simple method of duplicating
the packets, and with very little overhead it is possible to improve the arrival probability
by a factor of 5 { 10 over no error correction.

4.2.4 Performance of AdFEC

We have implemented the AdFEC algorithms described above in the XMovie system. In
the current implementation, we can generate for n given packets, n 2 f1; 2; 3g,m redundant
packets, m 2 f1; 2g. It might be a good choice to protect single frames out of a Motion
JPEG movie to guarantee a certain quality. In MPEG coded movies I frames could be
protected be a high redundancy and P frames with a low redundancy. B frames could be
transmitted without error protecting redundancy.

In the framework of XMovie's MTP protocol, AdFEC is used to protect parts or all of
the CM stream. Because reconstruction requires only XOR and multiplication uses small
tables in memory, AdFEC could be implemented with very few machine instructions. Table
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lookup is more e�cient than explicit computation at runtime, and can be carried out in just
a few machine instructions. Since the addition corresponds to the XOR operation which is
carried out in hardware, the total e�ciency of AdFEC is very high. AdFEC was written in
C++ on di�erent UNIX workstations. Because standard C++ was used exclusively, porting
of the error correction procedure to other architectures is very easy.

5 Implementation and Experience

Since the beginning of the XMovie project, two major prototypes of the system were devel-
oped. Both are in the public domain and can be used by other research groups.2

5.1 Initial Implementation of XMovie

The �rst implementation of XMovie has been operational since August 1992. It was initially
implemented on an IBM PS/2 Mod. 80 under AIX in standard C and was ported to DEC-
station 5000, Sun SPARCstation 10 and IBM RS/6000 [32]. The movies were transmitted
over Ethernet or FDDI, using IP and UDP and a �rst version of MTP on top of these. The
movies we used for experimentation were digitized videos and computer-generated �lms.
The only movie format in the initial XMovie implementation was the DeltaCLUT format.

5.2 Extensions of XMovie

To remove performance bottlenecks in the initial implementation of XMovie and to integrate
new features such as multiple movie formats, jitter elimination, rate-based 
ow control, and
AdFEC, we have redesigned the system architecture as described in [28].

Many of the parts of XMovie are now realized as C++ classes, e.g. MTP, AdFEC, and
all decoders.3 Now the implementation can be maintained and extended more easily. For
example, to de�ne an interface to ST-II [9], a new class for the CM data transfer could be
derived from the existing class interfacing to UDP. Changes would be minimal.

Communication systems need to keep the number of copy operations low [56]; especially
CM streams with their high data rates are critical in this respect. Within MTP, CM data
is not copied at the sending side and only once at the receiving side. Only references to
CM data are exchanged between modules.

However, we still need three copy operations within CM Client and CM Agent:

1. Compressed data from network to memory

2. Decompressed frames to shared memory

3. Decompressed frames to graphics adapter.

Other copy operations performed by the operating system or by the X server decrease
the overall system performance but are beyond our control. Other research groups are
working on minimizing copy operations within the communication system [16], especially
for TCP/IP [11], and on improving the operating system [21] to handle CM streams as
e�ciently as possible.

2URL= ftp://pi4.informatik.uni-mannheim.de/pub/XMovie
3We wrap a C++ class around the C implementation of the decoders. By that all decoders have now the

same interface and can easily integrated in XMovie between MTP and display.
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XMovie has been implemented in C++ on four di�erent platforms simultaneously in
order to continuously verify portability and extensibility. These platforms are:

� DEC AXP under OSF/1 V1.3

� DECstation under Ultrix V4.3

� Sun SPARCstation under Solaris 2.3

� IBM RS/6000 under AIX V3.2

Only system calls available on all platforms are used. Currently we are extending our
system to support a great variety of image and movie compression formats such as Motion
JPEG, H.261, and MPEG. Software encoders and decoders are available for all formats
(e.g. [45, 57]). Version II of XMovie became operational in September 1994.

5.3 Performance

Our current testbed consists of two workstations, one DECstation 5000/133 and one SPARC-
station 10/30, both attached to a local FDDI ring. Both machines are used as they came
out of the box, i.e. no tuning of kernel bu�ers, priorities etc. was performed. During our
measurements, besides CM Client or CM server, only normal system activities took place on
our machines, and the FDDI ring had to carry only MTP PDUs. In all tests the DECstation
is used as the sender and the SPARCstation as the receiver.

The initial version of XMovie runs at 25 frames/s over FDDI, with an image size of
160� 128 pixels, and with dynamic adaptation of the color lookup table. The color quality
is very high.

The current (re-implemented) prototype of XMovie with integrated software decoders
was tested with a set of di�erent movies. Our test movies were generated out of the same
sequence of 400 true color frames (24-bit per pixel), consisting of four di�erent sequences
of 100 frames. It has therefore three scene changes. For each of the �ve formats MPEG,
H.261, Motion JPEG, XCCC, and 8-bit uncompressed (DeltaCLUT), we generated a color
movie in the image size QCIF (176� 144). This size was chosen because the H.261 decoder
can only process either QCIF or CIF sized images. Values for �le size and compression ratio
are listed in Table. 6.

Table 6: QCIF Movies
encoding size [bytes] compression

ratio

24-bit 30412800 1.00
MPEG 406265 0.01
H.261 770144 0.03
XCCC 2654638 0.09
JPEG 9962555 0.33
8-bit 11371312 0.37

The frame rate was measured performing all steps from reading and parsing the movies
to decoding and display (Figure 8). In the reverse con�guration, i.e. the slower DECstation
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as receiver, reading and parsing is faster, and decoding is signi�cantly slower, thus limiting
system performance.
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Figure 8: Overall systen performance with QCIF movies

Pure intraframe coded movies have signi�cantly larger �le sizes than do interframe
coded movies (see Table 6). The decoding of interframe formats is more complex than the
decoding of the XCCC coded images. A software decoder for JPEG frames is currently
not integrated into our system. Previous tests have shown that with JPEG decoding and
dithering in software a frame rate of less than 10 for QCIF can be expected.

The overall system performance of pure intraframe coded movies depends on the amount
of data and the encoding used. Reading is faster at the sending side for XCCC coded
movies, but the frame rate is reduced at the receiving side by additional computation for
decoding and copy operations. JPEG decoding was not measured as mentioned above. The
performance di�erence between H.261 and MPEG coded movies can be explained by the
higher complexity of the MPEG algorithm.

Additional processing performed at the receiving side and system limitations reduce the
frame rate further.4 Above all copy operations and operating system kernel interactions
are critical in this respect.

6 Conclusion and Outlook

The XMovie system is a test bed for digital image transmission and presentation in a
network of UNIX workstations. It is entirely based on standard hardware and uses standard
network technology and standard graphics adapters with color lookup tables.

We have presented several new concepts in the context of XMovie. The �rst is Delta-
CLUT, an algorithm for the continuous adaptation of a color lookup table for digital movies.
It allows the presentation of �lms with excellent color quality using standard color lookup
table graphics adapters. Run time performance is very good, but the compression ratio is
low.

For the presentation of movies on the workstation screen, a new extension to the X
window system was presented. It provides native movie windows, with the X server un-

4Also take into account the overhead caused by the instrumentation of the code.
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derstanding what a movie is. It was shown that this extension can be implemented and
used without major problems. An arbitrary number of movie windows can be handled.
Experience with XMovie has shown that the presentation of digital movies in a network of
standard UNIX workstations without video hardware is feasible.

Experience has shown that standard Ethernet technology and TCP/IP protocols are
not suitable for movie transmission. In particular the Sliding Window 
ow control and the
Go-Back-n error recovery scheme in TCP are inappropriate. The transmission of digital
movies will require new protocols which are at the same time isochronous, i. e. have a very
low delay jitter, and provide high throughput. To avoid retransmission we have developed
AdFEC, an adaptable forward error correction method integrated into the application layer
of XMovie.

Finally we have presented performance measurement results for DeltaCLUT, AdFEC
and the XMovie prototype with di�erent compression formats.

Currently we are extending XMovie to support pure audio streams as well as combined
audio/video streams, e.g. MPEG system streams. As soon as we have direct access to an
ATM network we will port XMovie to run over ATM. Further, we will add a multicast
transport interface to MTP.
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