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Non-Technical Summary

The recent years have been marked by massive price movements in resource markets. Particularly record high prices for oil have been reached. Although until late 2008, oil prices have decreased from nearly 150 to about 40 dollar within a few weeks, long term scenarios suggest that the era of cheap oil is over. Against this background, this paper addresses possible oil price impacts on unemployment for Germany. Firstly, we survey theoretical and empirical literature on the oil-unemployment relationship and relate them to the German case. Secondly, we illustrate this issue within the framework of a vector autoregression (VAR) approach for Germany. In order to adequately address the issue of oil price effects on unemployment in Germany, we conduct a detailed analysis with two particular features: We, firstly, tackle the question about the nature of oil price effects by making use of three different constructions of oil price movements, namely a simple oil price variable according to Hamilton (1983), an oil price increase according to Mork (1989) in order to address possible asymmetric oil price effects, and the net oil price increase based on Hamilton (1996). This variable compares current oil prices with the maximum value observed during the preceding year and should therefore be a good indicator for an actual oil shock that is not representing immediate oil price corrections to earlier declines. Secondly, against the claim of a changing relationship between oil prices and the macroeconomy since the 1980s, we base our analysis both on a sample period 1973 to 2008 and on a sample period for unified Germany (1990 to 2008). Using monthly data, we show that the oil price – in all three specifications – increase unemployment on the German labor market. For a restricted sample period for post-unification Germany, we oppose claims that the oil to macroeconomy relationship has weakened since the 1980s. These results show that, although the German economy has become much more energy-efficient in recent years, its macroeconomy and particularly labor market situation is still very much dependent on the situation in the oil market. This situation, however, seems to be better indicated by (net) oil price increases than by a linear oil price variable. This may be due to the costly resource reallocation in situations of actual oil price shocks (Jones et al., 2004). The result suggests that indeed, as Hamilton (1996) argues, it is rather general concerns about the price and availability of energy instead of fully rational reasoning that result in negative consequences of an oil price increase.
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…for those who have yet to be convinced, I hereby renew the forecast – sometime again within the next ten years, turmoil in the Middle East will produce another major disruption to world petroleum supplies. The crisis will produce a recession”.

Hamilton (1996)

1. Introduction

The recent years have been marked by massive price movements in resource markets. Particularly record high prices for oil have been reached. About twelve years after James Hamilton’s (1996) prophecy of an oil shock-induced recession, indeed many observers express their fear of a new oil crisis, slowing down economic growth and causing important losses in employment. For example, in a recent speech Nobuo Tanaka, Executive Director of the International Energy Agency (IEA), argues that current oil prices were too high and would constitute a threat to economic growth (Tanaka, 2008). Although until late 2008, oil prices have decreased from nearly 150 to about 40 dollar within a few weeks, long term scenarios such as the World Energy Outlook 2008 suggest that the era of cheap oil is over (IEA, 2008).

For the German economy, the fear of an economic slowdown and a subsequent rise in unemployment is particularly strong. As, at least between the 1970s and the middle of the first decade of this century, the German unemployment rate has been more or less steadily rising, even during recent economic boom phases unemployment has been a severe problem for the German economy. Reasons for this development as well as remedies to the German unemployment problem have been analyzed by numerous authors. Official statistics as well as empirical studies suggest that particularly low-skilled persons are very likely to be hit by – particularly long-term – unemployment. Against this background, training programs for low-skilled unemployed persons seem to be promising means to alleviate Germany’s unemployment problem indeed (e.g. Franz, 1983, or Steiner, 2001).

This paper also addresses unemployment in Germany, but focuses on a related question not covered to date by the scientific community. Based on time series data for Germany, we tackle the question whether oil shocks may worsen the German labor market situation. Such effect is not only of interest in light of recent oil price increases; indeed, a large majority of energy market experts is convinced that oil prices will continue rising also within the next years (ZEW, 2008). For many countries and world regions, resource – and particularly oil – price shocks have been shown to be economically detrimental. E.g. Hamilton (1983) for the U.S. and Papapetrou (2001) for Greece shows that employment and economic activity in general is negatively affected by oil price shocks. As far as empirical evidence for the role of the oil price for the German economy is concerned, the calculations by the German Council of Economic Experts (2006) suggest that industrial production is negatively affected by oil price shocks. In contrast, Schmidt and Zimmermann (2005, 2007) find that the macroeconomic impact of oil price shocks is limited. Schmidt and Zimmermann (2007) particularly argue that effects of recent oil price hikes may be offset by higher demand from the world market, a fact that is particularly relevant for the German economy that nowadays is much more open than in the 1970s. Another important factor driving the impact of oil shocks down is, according to Schmidt and Zimmermann (2007), the diminishing energy intensity of German production. However, their analysis is temporally restricted until 2002. Moreover, the analyses of the German Council of Economic Experts (2006) and of Schmidt and Zimmermann (2005, 2007) do not provide evidence on the question whether and how (un)employment in Germany is affected by oil price shocks. Given the unemployment problems Germany has been facing for
several decades, and the importance of this relationship particularly in times of pronounced oil price rises, this paper aims to fill this gap.

In order to adequately address the issue of oil price effects on unemployment in Germany, we conduct a detailed analysis with two particular features: We, firstly, tackle the question about the nature of oil price effects by making use of three different constructions of oil price movements, namely a simple oil price variable according to Hamilton (1983), an oil price increase according to Mork (1989) in order to address possible asymmetric oil price effects, and the net oil price increase based on Hamilton (1996). This variable compares current oil prices with the maximum value observed during the preceding year and should therefore be a good indicator for an actual oil shock that is not representing immediate oil price corrections to earlier declines. Secondly, against the claim of a changing relationship between oil prices and the macroeconomy since the 1980s (Jones et al., 2004, and for Germany Schmidt and Zimmermann, 2007), we base our analysis both on a sample period 1973 to 2008 and on a sample period for unified Germany (1990 to 2008). The remainder of this paper is structured as follows: Section 2 highlights the background for this study. Section 3 presents the methodological approach, data and variables used as well as the results of the empirical analysis. Section 4 concludes.

2. Oil and the labour market: An overview

Although different channels have been proposed to account for the relationship between oil price movements and economic activity, the most common explanation is the supply-side effect. It describes that rising oil prices indicate the reduced availability of a basic input – oil – to production (e.g. Brown and Yücel, 1999). As a consequence of this scarcity, the growth of output and productivity are slowed down. The decline in productivity growth lessens real wage growth, and employment.

According to Brown and Yücel (2002), such effect works as follows: If wages are nominally sticky downward, the oil price-induced reduction in GDP growth will lead to increased unemployment and a further reduction in GDP growth. This relationship holds unless unexpected inflation increases as much as GDP growth falls. The initial reduction in GDP growth is accompanied by a reduction in labor productivity. Unless real wages fall by as much as the reduction in labor productivity, firms will lay off workers, which will increase unemployment and cause further GDP losses. If wages are nominally sticky downward, according to Brown and Yücel (2002), the only mechanism through which a wage reduction necessary for the stabilization of employment can occur is through unexpected inflation that is at least as great as the reduction in GDP growth.

Subsequently to the seminal paper by Hamilton (1983), a bunch of empirical papers has supported such theory-rooted negative economic effect of the oil price for the period of the 1940s until the 1970s. From more recent empirical literature, it seems, however, that the post-World War II relationship between oil prices and macroeconomic indicators such as production and employment changed – decreased – sometime in the 1980s. According to Jones et al. (2004), the meaning of this change in the oil price effect is quite important, as it can be interpreted in different ways. It is perceivable that oil prices never played such important role as suggested e.g. by Hamilton (1983). If this would be the case, empirical research just was not able to provide this information due to data problems, particularly due to

---

1 Other explanations include income transfers from the oil-importing nations to the oil-exporting nations, a real balance effect and monetary policy (Brown and Yücel, 2002).
the short available time series. In contrast, a further argument states that oil prices affected the economy until the 1980s, but stopped to do so since that time.

Related to this, Brown et al. (2003) claim the predominance of oil demand rather than supply shocks in recent years. While the oil price shock in the 1970 was caused by political (supply) reasons, recent oil price rises seem to be rather a result of economic expansion. Recent world oil consumption is particularly boosted by the dramatic gains in oil consumption outside the OECD, with the strongest gains in consumption occurring in the newly industrializing Asian countries such as China or Korea. Against this background e.g. Lin (2008) argues that particularly demand from China has caused the recent oil price hike. The Asian oil consumption boost, however, is accompanied by a rise in overall demand from the Far East, which itself is economically beneficial for Western European countries. Moreover, Rotemberg and Woodford (1996) relate the finding of a change in the oil price effect to their observation that sometime after 1980 OPEC lost its ability to keep the nominal price of oil relatively stable. Thereafter, variations in the demand for oil were reflected quickly in nominal price changes, and several statistical properties of oil prices changed as a result. A further argument why the oil price effect on employment has diminished over the past decades is that energy intensity practically all over the world has been declining. According to Greening et al. (1997), this decline seems to be particularly strong for Germany. This result is largely driven by shifts in the production activity mix since the 1970s. These shifts have worked towards less energy-intensive activities. This could imply that currently production and employment in Germany is less related to oil market developments compared to the past.

Barsky and Kilian (2004) provide a summary of the effects of fluctuating oil prices on the US economy since the 1970s. They discuss different theoretical explanations for a causal link from oil prices to recessions, inflation and economic growth. However, they find little empirical evidence for the different channels or transmission mechanisms and concluded that oil price shocks can not be held responsible for the macroeconomic performance in the United States.

Apart from the discussion about channels or transmission mechanisms of oil price shocks on the economy, previous literature has pointed out that, in order to correctly measure the effects of oil price shocks, one has to adequately address the nature of oil price movements themselves. While Hamilton (1983) in his pioneering work established a negative economic effect of oil prices, subsequent research has argued that such linear negative relationship could only have been established against the background of the 1973 oil crisis that is included in Hamilton’s (1983) data set. In this respect, Mork (1989) makes use of asymmetric oil price variables. His results suggest that the negative effect of oil price increases on the macroeconomy is not an artefact of Hamilton’s (1983) data, particularly persisting in different samples. However, Mork (1989) shows that “an asymmetry in the responses is quite apparent in that the correlation with price decreases is significantly different and perhaps zero” (p. 744). There are different argumentations at hand that may explain such asymmetric effect. Hamilton (1996) notes that historical oil crises have been characterized by widespread concern about the price and availability of energy, potentially causing irreversible investment decisions to be postponed. This would not mean, however, that an oil price decrease would produce an economic boom that mirrors the recession induced by an oil price increase, i.e., the economic effects of the oil price would work asymmetrically.

In response to Hooker (1996), who demonstrated that neither the linear relation between oil prices and the macroeconomy proposed by Hamilton (1983) nor the asymmetric relation based on oil price increases alone advocated by Mork (1989) is consistent with observed
economic performance during the 1990s, Hamilton (1996) proposes a further definition of an oil price variable. As many increases in oil prices follow immediately comparable or even larger decreases, Hamilton (1996) argues that a simple asymmetric oil price variable may be a bad measure of oil price movements. It would therefore be more appropriate to compare the current price of oil with where it has been over the previous year rather than during the previous period alone. The corresponding oil price movement variable, the net oil price increase, therefore compares the price of oil with the maximum value observed during the preceding year. If the value for the current period exceeds the previous year’s maximum, the value of the variable is assigned to the change over the previous year’s maximum. If the price of oil in the current period is lower than it had been at any point during the previous year, the series is defined to be zero for the current period. Hamilton (1996) shows that this variable outperforms other oil price measures in Granger causality tests.

3. Empirical analysis

3.1. Methodological approach

The empirical analysis addresses economic impacts of oil price movements for the German macroeconomy. We apply a vector autoregression (VAR; Sims, 1980) approach using monthly data from Germany. An important choice for this type of analysis relates to the form – levels or first differences – of the variables employed. This relates to the question whether the variables employed contain one (or more) unit root(s): If the respective variables are stationary, i.e. do not contain a unit root, the VAR can be estimated in levels. If one or more variables, however, contain at least one unit root, spurious regression (Granger and Newbold, 1974) can occur, which means that the null hypothesis of no significant relationship between variables employed would be rejected in by far more cases than suggested by the respective significance levels from a t-Test. Finally, if variables containing unit roots follow a common long term relationship i.e. are cointegrated, an estimation of an error correction model is theoretically beneficial (Engle and Granger, 1987). However, the performance of vector error correction models is contested particularly at short horizons (e.g. Naka and Tufte, 1997). Against this background, some authors from the energy economics community prefer to generally estimating VAR models in levels (for an extensive discussion cp. e.g. Farzanegan and Markwardt, 2008). We follow other authors from the related literature such as Ferderer (1996) and estimate the VAR model using stationary transformations of those series that exhibit unit roots.

All in all, we estimate three different VAR specifications: One specification using a simple – linear – oil price variable according to Hamilton (1983), one using an asymmetric oil price variable according to Mork (1989), and one model consistently with Hamilton (1996) using the net oil price increase as oil price movement variable. As it is common in the existing literature, the empirical approach followed in this paper has different steps: We firstly apply unit root tests in order to check whether the VAR model can be estimated in levels or first differences of the variables included. Next, we conduct Granger causality tests. Finally, we estimate VAR models and subsequently apply impulse response functions. The interpretation of this VAR approach is based on impulse response functions that give the response of one variable of the respective VAR system to an innovation in another variable of the system.

3.2. Data and Variables

The empirical analysis conducted addresses economic impacts of oil price movements for the German macroeconomy. We apply a VAR approach using monthly data from Germany for a
long time series from October 1973 to January 2008. Due to this long sample period, periods of oil price hikes such as in the early 1980s and, more recently, in 2006 to 2008 as well as periods of relatively stable oil prices such as in the 1990s are included. On the one hand, this seems to be very important, as a restrictive sample period selection that particularly considers only periods of oil price hikes or, respectively, of stable oil prices has been shown to drive the results of analyses of oil price effects (e.g. Mork, 1989). On the other hand, authors such as Jones et al. (2004) and, particularly for Germany, Schmidt and Zimmermann (2007) have argued that since the 1980s, the oil price-macroeconomy relationship has changed in a way that since that time, the oil price has not been that decisive for the (German) economy any more. Against this background, we additionally base or analysis on a shorter sample, namely for post-unification Germany from October 1990 to January 2008.

Our VAR approach is inspired by the recent literature on the economic impacts of the oil price such as Hooker (1996), Hamilton (1996), or Papapetrou (2001). We consider unemployment, the oil price, industrial production, interest rate and inflation rate in our empirical approach. Data on industrial production stems from the OECD, the oil price is taken from the U.S. Energy Information Administration’s (EIA) database, and data on unemployment, the interest rate and the inflation rate stem from the time series database of Deutsche Bundesbank (German Central Bank; based on data from the German Federal Statistical Office). Unemployment and industrial production data reflects the Federal Republic of Germany (FRG) in a way that starting from the German unification in October 1990, data from reunified Germany (including both the former FRG – West Germany – and the former German Democratic Republic – East Germany) is used. In order to control for the reunification effect, in the analysis for the whole sample period a reunification dummy taking the value of one starting from October 1990 (zero otherwise) is used. In order to control for seasonality, we use centered (orthogonalized) seasonal dummy variables at a monthly basis instead of seasonally adjusted variables. This is due to the fact that using seasonally adjusted variables may affect the model specification and lead to spurious regression problems (Meyer and Winker, 2005). Apart from seasonality, outliers may affect the results of such empirical analysis. Particularly, Flaig (2005) argues that the German production index shows a non-negligible outlier during 1984. Moreover, Barnsky and Kilian (2004) relate high values for oil variables, e.g., in the 1970s, to war-induced cuts in oil supply. Additional estimation results based on models with dummy variables in order to cope with such possible problems are available on request from the authors; however, the inclusion of such dummy variables does not strongly affect the results presented in this paper.

For industrial production, we use a (total industry) production index calculated to the base year 2000 (value 100). The unemployment variable gives the number of unemployed persons in Germany (in 1000). The interest rate employed reflects money market rates in Frankfurt, the most important German banking centre. Rates for overnight money (monthly averages) in real terms are given. The real interest rate is calculated at an ex post basis making use of the annual inflation rate based on the consumer price index from the time series database of Deutsche Bundesbank (German Central Bank; based on data from the German Federal Statistical Office). This annual inflation rate is also included in the estimated model. As far as the oil price is concerned, we opted for the Import Costs Data published by the U.S. EIA. It is deflated using the German consumer price index (see above) and therefore a real oil price series, and converted to domestic currency using exchange rates from the time series database of Deutsche Bundesbank (German Central Bank; based on data from the German Federal Statistical Office). We opted for the U.S. EIA data as it is, in comparison to monthly data from comparable databases, a relatively long time series. We use the German consumer price
index in order to calculate real series as the analysis has a focus on the German economy. All variables used in the empirical analysis are in logs.

As lined out in the preceding chapter, there is no consensus which kind of oil series to be used in an analysis of oil price impact on the macroeconomy. In order to address this point which is important from a robustness point-of-view, we apply the three most common definitions of oil price series established in the literature. Besides using a simple (logged) oil series (oil; similar to Hamilton, 1983; see Figure 1 for a plot of dloil, the first differences of this series), we use an asymmetric oil price increase series based on Mork (1989, see Figure 2), defined as

$$dloilpos_t = \max\left(0, \log(oil_t) - \log(oil_{t-1})\right).$$

with \(oil_t\) representing oil import costs at time \(t\). Finally, we employ the so-called net oil price increase (nopit) according to Hamilton (1996, see Figure 3), defined as

$$nopit_t = \max\left(0, \log(oil_t) - \max\left(\log(oil_{t-1}), \log(oil_{t-2}),..., \log(oil_{t-12})\right)\right).$$

Figure 1 Real oil index change (dloil; based on Hamilton, 1983)

Figure 2 Oil index increase (dloilpos; based on Mork, 1989)
The application of the Augmented Dickey-Fuller (ADF), Phillips-Perron (PP), and the Kwiatkowski-Phillips-Schmidt-Shin (KPSS) unit root tests (Table 2; for the 10/1990 to 01/2008 sample, see Table 3) suggest that the oil price movement variables both based on Mork (1989) and Hamilton (1996) – that are a particular form of differenced oil prices – are I(0) according to all testing procedures for both sample periods. All other variables employed – the oil price, unemployment, interest rate, production and inflation rate variable – seem to be I(1). For the oil price, all unit root tests applied indicate the existence of one unit root for both sample periods (only the ADF provides weak evidence for the oil price being I(0) for the 10/1990 to 01/2008 sample). For unemployment, evidence is compelling with respect to the existence of one unit root for the full sample. For the 10/1990 to 01/2008 sample, at least the KPSS Test indicates that the variable is I(1). The interest and the inflation rate as well are I(1) according to all testing procedures. For industrial production, results are partly conflicting, but I(1) seems to be most realistic for this variable as well.

3.3. Results

Against the background of the unit root tests mentioned in the previous subsection, we firstly conduct Granger causality tests based on the three different constructions of the oil price variable. Secondly, we estimate VAR models and subsequently apply impulse response functions. Impulse response functions give the response of one variable of the respective VAR system to an innovation of another variable of the system. We compute impulse responses according to generalized impulse response functions. Unlike the orthogonalized impulse response functions obtained using the Cholesky factorization, this approach allows to compute impulse responses that are invariant to the ordering of variables in the VAR (Koop et al., 1996). These generalized impulse responses are unique and fully take into account the historical patterns if correlation is observed amongst different shocks. The fact that generalized impulse responses are invariant to any reordering of variables is helpful as there is no clear guidance concerning the exact parametrization of our VAR model. However, their disadvantage is that generalized impulse responses cannot be interpreted as reflecting the effect of an orthogonal shock. Our results are very robust against the choice of impulse response calculation; results from other approaches are available on request from the authors. According to existing literature using monthly data such as Papapetrou (2001), we initially estimate three versions – an 18, 12 and an 8-lag version – of each VAR model. The
appropriate lag lengths of the preferred models are determined according to the Schwarz Information Criterion (SIC). According to this criterion, 12-lag models are most suited irrespective of the oil variable used and are therefore applied for Granger causality testing as well as for the VAR models themselves (results using different lag lengths do barely deviate from those presented in this paper, and are available on request from the authors). Confidence bands of impulse responses are determined making use of Monte Carlo simulations (100 repetitions).

As Granger causality / block exogeneity tests using I(1) variables may give spurious results (He and Maekawa, 2001), we conduct those tests using first differences for all I(1) variables. The respective tests for all three different constructions of the oil price variables are given in Table 1.

**Table 1 Block exogeneity test**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chi-Sq.</td>
<td>Prob.</td>
</tr>
<tr>
<td>dloil</td>
<td>98.84</td>
<td>0.00</td>
</tr>
<tr>
<td>dloilpos</td>
<td>117.46</td>
<td>0.00</td>
</tr>
<tr>
<td>nopi</td>
<td>101.03</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*Note:* dl indicates that the variable is employed in differenced and logarithmic form. Block exogeneity test on joint significance of all variables used based on VAR estimation with 12 lags. No. obs.: 393 (full sample period); 208 (sample period 10/1990-01/2008).

According to the results of those tests, all models show high statistical significance. Moreover, all oil price variables used Granger cause unemployment in Germany for both sample periods. The results moreover indicate that industrial production, in contrast to the interest and inflation rate, is a main driver of unemployment in Germany. Granger causality / block exogeneity tests that are not reported in Table 1 of this paper are available on request from the authors. The main result regarding the oil price suggest that none of the macroeconomic variables Granger causes any of the oil variables, while the oil variables particularly Granger cause both the interest and the inflation rate variable.

The results from Granger causality tests are underpinned by the VAR analysis itself. Here, we use, where necessary, stationary transformations of the respective variables as for the Granger causality tests (see Data and Variables as well as the unit root tests in Table 2 and Table 3 in the appendix). Impulse response functions (IRFs) according to generalized IRF approach give the response of one variable of the respective VAR system to a generalized one standard deviation innovation of another variable of the system. IRFs for all variables are reported in rates. Multiplying these values by 100 gives percentage values. Bands around the impulse responses give the 95% confidence interval. This analysis focuses on the effects of an innovation from the oil variables, and particularly on the responses of the unemployment variable. Impulse response functions for other variables are not shown in this paper, but are available on request from the authors.

For the full sample period, the impulse response functions based on all three VAR specifications (according to the three different definitions of the oil variable) have roughly the same shape. However, the impact on unemployment for the simple oil variable according to Hamilton (1983; Figure 1) is relatively weak and only marginally statistically significant based on the 95% confidence interval. For the oil price increase according to Mork (1989; Figure 5) and for the net oil price increase as introduced by Hamilton (1996), the unemployment response is stronger and statistically significant (see Figure 6). For all three specifications, the oil effect has its climax about three months subsequently to the oil shock.
This is relatively early compared to studies on oil price effects in the U.S., but, e.g., comparable to the effects found for Greece (Papapetrou, 2001).

Figure 4 Unemployment response to oil price innovation (full sample period)

Figure 5 Unemployment response to oil price increase innovation (full sample period)
Against the claims of a decreased importance of the oil price for the German (macro)economy in recent years, impulse response functions for our VAR models indicate that the effect of oil price movement on unemployment in Germany has not vanished by far. For the post-unification sample period (10/1990-01/2008), the impulse responses based on all three VAR specifications are comparable to those calculated for the full sample period. Here as well, the impact on unemployment for the simple oil variable according to Hamilton (1983; Figure 7) is weaker – from both an economic and a statistical perspective – than for the oil price increase according to Mork (1989; Figure 8) and for the net oil price increase as introduced by Hamilton (1996; see Figure 9). Interestingly, the oil price increase according to Mork (1989) gives the most significant results here. The shape of all three impulse responses (referring to the three different VAR specifications) is relatively similar to those calculated from the full sample period VARs, with two oil effect hikes about three months as well as eleven months subsequently to the oil shock.
The results from these impulse responses, together with Granger causality tests, indicate that there is indeed a negative oil price effect on the German labor market. Particularly, this effect seems to be rather constant over the last decades: There is no indication that in recent years, oil price movements affect unemployment in Germany in a different way than they have done since the 1970s.
4. Conclusions

The recent years have been marked by massive price movements in resource markets. Particularly record high prices for oil have been reached. Against this background, this paper addresses possible oil price impacts on unemployment for Germany. Firstly, we survey theoretical and empirical literature on the oil-unemployment relationship and relate them to the German case. Secondly, we illustrate this issue within the framework of a vector autoregression (VAR) approach for Germany. For this purpose, we use three different specifications in order to address the uncertainty related to the construction of an adequate oil variable. Using monthly data from 1973 to 2008, we show that the oil price – in all three specifications – increase unemployment on the German labor market. For a restricted sample period for post-unification Germany, we oppose claims that the oil to macroeconomy relationship has weakened since the 1980s. Our results suggest that a simple oil price variable, but particularly oil price increases according to Mork (1989) or according to Hamilton’s (1996) net oil price increase significantly affect unemployment in post-unification Germany. This result is confirmed by impulse response functions that show a significant unemployment response about three months subsequently to a respective oil price shock. The IRFs also suggest that the magnitude of oil price effects on unemployment in Germany has not diminished in the last decades.

These results show that, although the German economy has become much more energy-efficient in recent years, its macroeconomy and particularly labor market situation is still very much dependent on the situation in the oil market. Developments in the oil market are crucial from an economic point of view. They, however, seem to be better indicated by (net) oil price increases than by a linear oil price variable. This may be due to the costly resource reallocation in situations of actual oil price shocks (Jones et al., 2004). The result suggests that indeed, as Hamilton (1996) argues, it is rather general concerns about the price and availability of energy instead of fully rational reasoning that result in negative consequences of an oil price increase. This may indicate that the German energy efficiency improvements realized in the past 20 years did not have drastic (alleviating) impacts on the oil-macroeconomy relationship.

Given these results, it seems possible that the importance of energy prices for the macroeconomy has simply been underestimated in recent years. Besides the fact that developments in energy markets have made it more difficult to compute adequate oil price movement variables, also the relatively uneventful energy market situation with, particularly in the 1980s and 1990s, only modest net oil price increases (see Figure 3) may have contributed to such assessment of the oil-macroeconomy relationship. In the light of long-term scenarios of further increasing oil prices, the results suggest that future developments in the oil market will constitute a burden on the German labor market. Future research may particularly tackle the question about how economic and energy policy can effectively fight this unpleasant oil-to-labor market relationship. Apart from that, further measures of oil price variables such as the transformation proposed by Lee et al. (1995; cp. Hamilton, 2003) could be applied. This paper concentrates on the application of three of the most common measures. Moreover, further variables, e.g., measures of wage dynamics, could be integrated into the empirical approach presented here. Also, an analysis that explicitly tackles the unemployment rate or cyclical unemployment seems promising.
Appendix

Figure 10 Oil price (oil; deflated; in domestic currency)

Figure 11 Unemployment in Germany (number of unemployed persons)
Figure 12 Production of total industry in Germany (index: base year 2000 – value 100)

Figure 13 Interest rate (real; based on rates for overnight money in Frankfurt, Germany)

Figure 14 Inflation rate (annual; based on the German consumer price index)
### Table 2 Unit root tests full sample period (10/1973-01/2008)

<table>
<thead>
<tr>
<th></th>
<th>Levels</th>
<th>1st Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADF</td>
<td>PP</td>
</tr>
<tr>
<td>1 Unemployment</td>
<td>-2.70</td>
<td>-4.69***</td>
</tr>
<tr>
<td>1 Oil price (oil)</td>
<td>-2.30</td>
<td>-2.23</td>
</tr>
<tr>
<td>1 Oil price increase (dloilpos)</td>
<td>-13.05***</td>
<td>-12.63***</td>
</tr>
<tr>
<td>1 Net oil price increase (nopi)</td>
<td>-11.86***</td>
<td>-11.26***</td>
</tr>
<tr>
<td>1 Interest rate</td>
<td>-3.25*</td>
<td>-2.35</td>
</tr>
<tr>
<td>1 Industrial production</td>
<td>-3.05</td>
<td>-11.46***</td>
</tr>
<tr>
<td>1 Inflation rate</td>
<td>-2.85</td>
<td>-2.38</td>
</tr>
</tbody>
</table>

**Note:** Indicates that the variable is employed in logarithmic form. ADF: Augmented Dickey-Fuller Test (null hypothesis: unit root), PP: Phillips-Perron Test (null hypothesis: unit root), KPSS: Kwiatkowski-Phillips-Schmidt-Shin Test (null hypothesis: stationarity). *, ** and *** show rejection of null hypothesis at the 10%- , 5%- and 1%- level, respectively. Unit root tests include linear time trend. Lag length according to Schwarz Information Criterion. 393 obs.

### Table 3 Unit root tests post-unification sample (10/1990-01/2008)

<table>
<thead>
<tr>
<th></th>
<th>Levels</th>
<th>1st Differences</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>ADF</td>
<td>PP</td>
</tr>
<tr>
<td>1 Unemployment</td>
<td>-4.63***</td>
<td>-4.84***</td>
</tr>
<tr>
<td>1 Oil price (oil)</td>
<td>-3.75**</td>
<td>-3.16*</td>
</tr>
<tr>
<td>1 Oil price increase (dloilpos)</td>
<td>-11.26***</td>
<td>-11.31***</td>
</tr>
<tr>
<td>1 Net oil price increase (nopi)</td>
<td>-13.21***</td>
<td>-26.56***</td>
</tr>
<tr>
<td>1 Interest rate</td>
<td>-2.02</td>
<td>-0.98</td>
</tr>
<tr>
<td>1 Industrial production</td>
<td>-2.63</td>
<td>-8.81***</td>
</tr>
<tr>
<td>1 Inflation rate</td>
<td>-2.05</td>
<td>-1.71</td>
</tr>
</tbody>
</table>

**Note:** Indicates that the variable is employed in logarithmic form. ADF: Augmented Dickey-Fuller Test (null hypothesis: unit root), PP: Phillips-Perron Test (null hypothesis: unit root), KPSS: Kwiatkowski-Phillips-Schmidt-Shin Test (null hypothesis: stationarity). *, ** and *** show rejection of null hypothesis at the 10%- , 5%- and 1%- level, respectively. Unit root tests include linear time trend. Lag length according to Schwarz Information Criterion. 208 obs.
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