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Abstract: Textbooks on financial management have emphasized the shortcomings of the payback criterion for decades. However, empirical evidence suggests that in actual capital budgeting procedures the payback method is used quite regularly. Mostly, it is implemented supplementary to net present value or internal rate of return, but small companies tend to rely on payback times as single criterion. A convincing theoretical foundation for the observed use of the payback criterion is lacking.

Consequently, our goal is to provide such an explanation for the payback criterion’s popularity. We demonstrate from a decision theoretical perspective how relying on payback times simplifies investment decisions in modern organizations. Gathering information from different management levels and ensuring the utilization of individual skills requires a multi-stage capital budgeting process. Accordingly, we consider fundamental organizational features of this process with respect to their impact on the payback method’s use.

For this purpose, we built upon almost stochastic dominance (ASD) as modeling device. Firstly, we show that applying this concept allows to include the risk preferences of all relevant decision makers into the analysis. Secondly, we illustrate that the criteria derived from this model help conveying these preferences to those who do the preparatory work preceding the final decision. To some extent, these new criteria are generalizations of payback times. This finding provides a potential explanation for the payback’s persisting prominence.
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1 Introduction

According to the Bureau of Economic Analysis in 2005 the “[w]orldwide capital expenditures by U.S. [multinational companies] totaled $478.1 billion; capital expenditures in the United States by U.S. parents accounted for $340.8 billion ... .”\(^1\) Nevertheless, investment activities’ relevancy does not merely result from the volume of capital spent but from their impact on profitability as well. A recent magazine article explains the unprecedented record earnings of Fortune 500 companies in 2006 by “[t]he productivity improvement ... partially due to the capital expenditure boom of the ’90s.”\(^2\) Hence, capital budgeting decisions are among the most important ones made by financial managers.\(^3\) Most companies, especially divisionalized ones, have installed centralized capital budgeting procedures to structure these resource allocation decisions and to enforce company policies.\(^4\) Here, standardized key figures are implemented to communicate comparable investment proposals over all divisions supporting top-level management decisions.

Despite huge academic effort dedicated to developing theoretical concepts and practical procedures for enhancing efficiency and effectiveness of capital budgeting decisions\(^5\), a considerable gap between theory and practice remains.\(^6\) Recent studies confirm that—in contrast to recommendations from financial theory—the payback criterion still enjoys great popularity among practitioners. For instance, Graham/Harvey (2002) state that in their sample “... the payback period was the most frequently used capital budgeting technique (...). This result is surprising in the sense that financial textbooks have stressed the shortcomings of the payback criterion for decades ...”\(^7\) In fact many companies use payback time supplementary to net present value or internal rate of return.\(^8\) This kind of use seems to become even more important over time.\(^9\) From a theoretical point of view the wide-spread appli-
ication of the payback method is remarkable. As a matter of fact, no consensus exists which forces are driving this phenomenon. Some previous papers try to explain the payback method’s popularity by interpreting it as a means of risk controlling or liquidity planning. Further, some authors argue that the payback method’s simplicity in combination with management’s lack of familiarity with more sophisticated methods of investment appraisal results in the persistence of this rule of thumb.\(^\text{10}\) However, a convincing theoretical foundation for the observed use of the payback criterion is still lacking.

Accordingly, our goal is to provide an explanation for the payback criterion’s popularity. A major contribution of our approach is to recognize the importance of fundamental organizational aspects, like delegation or hierarchical subordination, for investment decision processes.\(^\text{11}\) This contrasts with previous theoretical contributions attempting to justify the application of the payback criterion, because they concentrate on a single decision maker.\(^\text{12}\) Hence, these papers do not capture a key issue of modern capital budgeting procedures – the interaction of managers from different hierarchy levels and professional backgrounds. Due to the complexity of modern investment projects many real world capital budgeting decisions require expertise from various different areas like, e.g., technology, engineering, sales, finance, and sociology. Moreover, preparatory tasks, like data gathering, preparing proposals etc., are delegated within organizations. Thus, it is reasonable to assume that investment decisions are subject to several personal views and depend on the organizational context at hand. To secure consistency, in many companies these multi-person multi-level capital budgeting procedures are governed by a formal screening and review body, like an investment committee. Moreover, they are structured by formal guidelines, schedules, and manuals intended to secure a broad support for a successful investment project.\(^\text{13}\) In such an environment the use of appraisal techniques acceptable for all relevant decision makers simplifies reaching mutually agreed upon decisions. However, note that we do not search for an automatism identifying the best investment decision for a given data set, i.e., we are not aiming at replacing the complete decision making process within the organization by a black box. Rather, we are looking for a decision theoretical justification of


\(^\text{11}\)E.g., Lefley (1996, p. 214) notes the role of the payback criterion in communication.

\(^\text{12}\)Cf., e.g., Narayanan (1985, pp. 311), Mepham (1975, pp. 869), Gordon (1955, pp. 253).

the payback method as an instrument to ease decision making on risky investment projects, accepting its application as key investment figure in practice.

We will demonstrate that the payback criterion may be a mutually acceptable tool in the sense discussed above. By its implementation a multitude of personal risk preferences can be represented in the investment process simplifying the coordination of decision making.\textsuperscript{14} For modeling this representation problem we use almost stochastic dominance (ASD) introduced by Leshno and Levy (2002). Firstly, we show that this concept allows to include the risk preferences of the relevant decision makers into the analysis. Secondly, it can be shown that conveying these preferences to those who do the preparatory work preceding the final decision can be achieved by means of ASD as well. This finding provides a potential explanation for the payback’s persisting prominence.

The remainder of the paper is organized as follows: In section 2 an overview of the empirical and theoretical literature focusing on the payback method is given. In section 3, we consider fundamental organizational features of the capital budgeting process in a stylized manner, i.e., we identify the impact of organizational aspects on the importance of the payback criterion. In section 4 the modeling device of almost stochastic dominance is introduced, the new investment appraisal criterion (\textit{Leshno-Levy} criterion) is derived, and its relation to earlier research on payback times by, e.g., Gordon (1955) and Levy (1968) is clarified. The paper concludes with a brief summary in section 5.

2 Literature review

From an academic perspective net present value (NPV) has been argued to be the favorable capital appraisal technique over decades. Nevertheless, early studies dating from the ’60s find the discounted cash-flow techniques –including NPV– to be the least popular ones.\textsuperscript{15} Moreover, some of these studies identify the payback method (PB) as the most popular appraisal technique, irrespective of its well-documented shortcomings, like ignoring time value of money, ignoring cash flows beyond the cutoff date, and setting the cut-off period arbitrarily. Even today the payback

\textsuperscript{14}Similarly, Arnold (2005, p. 156): “There is an indication in the literature that [...] simpler methods are used for purposes such as communicating project viability and gaining commitment throughout an organisation.”

\textsuperscript{15}For an overview of these early studies cf. Ryan/Ryan (2002, p. 357).
method is still used quite regularly as many empirical studies show.16 These studies have isolated a number of factors with explanatory power for the prominence of the payback method. Besides capital budget size17 and the degree of shareholder-value orientation18 the most prominent factors are:

- **firm size:** Empirical observations indicate that small companies tend to rely more often on the payback method.19 However, as *Lefley* (1996, p. 208) points out, the results are controversial.20

- CEO/CFO age and tenure respectively CEO/CFO level of education: The younger a CEO/CFO and the higher his degree of education the more often sophisticated appraisal techniques, like NPV or internal rate of return (IRR), are used, meaning the relative importance of PB decreases.21

- firms’ capital constraints: *Pike* (1983, pp. 666 and 669) claims that the payback-criterion is used more often, and profitability measures less often, the more restricted financial resources are. However, neither *Brounen et al.* (2004, p. 8) nor *Graham/Harvey* (2002, p. 12) can confirm this hypothesis.

- nationality: European companies are more hesitant to apply discounted cash flow techniques than American ones.22 For Asian companies the payback method even dominates in terms of application frequency and importance.23

Although nationality has an influence on payback method’s application frequency its use is nevertheless a world-wide phenomenon, see the international overview provided in *Horngren et al.* (2006), which is extended and up-dated in Table 1.24 Here the application frequencies of the most popular techniques are listed by country:

---

23 Cf. *Ann et al.* (1987, pp. 116). *Hermes et al.* (2005, p. 7) argue that a host country’s stage of economic development should influence the companies’ capital budgeting. However, regarding payback method they cannot confirm this claim given their sample of Dutch and Chinese firms.
24 Cf. *Horngren et al.* (2006, p. 735). The column-wise accumulated percentages add up to more than 100%, meaning that companies regularly apply two or more methods simultaneously.
Table 1: International comparison of capital budgeting methods

<table>
<thead>
<tr>
<th></th>
<th>USA²⁵</th>
<th>AUS</th>
<th>CDN</th>
<th>GER²⁶</th>
<th>IRE²⁷</th>
<th>JPN</th>
<th>RSA²⁸</th>
<th>SCO</th>
<th>UK²⁹</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPV³⁰</td>
<td>75%</td>
<td>45%</td>
<td>41%</td>
<td>48%</td>
<td>84%</td>
<td>6%</td>
<td>17%</td>
<td>48%</td>
<td>80(97)%</td>
</tr>
<tr>
<td>IRR</td>
<td>76%</td>
<td>37%</td>
<td>62%</td>
<td>42%</td>
<td>4%</td>
<td>32%</td>
<td>58%</td>
<td>81(84)%</td>
<td></td>
</tr>
<tr>
<td>PB³¹</td>
<td>57%</td>
<td>61%</td>
<td>50%</td>
<td>50%</td>
<td>84%</td>
<td>52%</td>
<td>17%</td>
<td>78%</td>
<td>70(66)%</td>
</tr>
</tbody>
</table>

The prominence of the payback method is confirmed in other studies as well, like, e.g., in a recent survey on European companies.²² The same holds true for Asian companies. In Malaysia the payback criterion dominates, in Hong Kong and Singapore the accounting rate of return is similarly popular.²³

Despite differences in sample sizes, firm sizes and considered industries, Table 1 provides a general empirical insight. Obviously, profitability measures, like NPV and IRR, and the payback criterion are used side by side. However, according to Pike (1996, p. 83) only NPV and IRR are used as substitutes indicating that the payback method is not regarded as a simple rule of thumb replacing more sophisticated profitability measures.²⁴ Thus, the payback method’s persistence cannot be explained satisfactorily by its simplicity in combination with lack of familiarity with more sophisticated methods. Further, if this argumentation were true, with the improvement of CEOs’ and CFOs’ education the gap between theory and practice should narrow, i.e., the use of the payback method should vanish. But, longitudinal UK data do not support this assumption. Table 2 shows that the prominence of the payback method has not been decreasing over time.²⁵

²⁷ Cf. also O’Brien (1997, pp. 180) for the widespread use of the payback criterion in Ireland.  
²⁸ Cf. Hall (2000, p. 361). Note that the data refer to the most important method to be used.  
²⁹ Cf. Arnold/Hatzopoulos (2000, p. 605). In brackets are given the data for the 100 largest companies included in the Times 1000.  
³⁰ Remember the abbreviations for Net-Present-Value (NPV), Internal Rate of Return (IRR), and payback time (PB).  
³¹ Percentages refer to the use of both variants of the pay-back-method – static and discounted version.  
³² The study by Brounen et al. (2004) reproducing the set-up used by Graham/Harvey (2001) is presented in Table 8 in appendix A.  
³⁴ In contrast, Arnold/Hatzopoulos (2000, p. 608) find that NPV and IRR gain at the expense of the payback method to a minor extent.  
³⁵ Similar overviews for the USA– given in appendix A as Table 9– confirm the observation extracted from the UK data.
Table 2: Capital budgeting in the UK

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NPV</td>
<td>32% 39% 68% 74%</td>
<td>48%</td>
<td>52%</td>
<td>80%</td>
</tr>
<tr>
<td>IRR</td>
<td>44% 57% 75% 81%</td>
<td>58%</td>
<td>55%</td>
<td>81%</td>
</tr>
<tr>
<td>PB</td>
<td>73% 81% 92% 94%</td>
<td>78%</td>
<td>94%</td>
<td>70%</td>
</tr>
</tbody>
</table>

Obviously, the payback method’s relative importance has decreased, because of the discounted cash flow techniques’ growing prominence. However, total application of the payback method has increased from 73% in 1975 to 94% in 1992. The more recent studies starting in 1993 confirm the observation that the payback method is applied for virtually all investment appraisals. But note that these studies only account for the application frequency and not for the methods’ importance. With the increasing prevalence of discounted cash-flow techniques, the payback method has become less important. Nowadays it is typically used as a secondary criterion or as a constraint. An example for the use as a constraint is given when a required payback period—subjectively determined based on past experiences and project risk estimations— is used in the sense of a hurdle-rate. An example for the use as a secondary criterion is given, when projects of the same profitability are ranked by their pay-off period. While PB as a secondary criterion allows for an additional fine-tuning in the projects’ ranking, the application as a constraint sorts out projects independent of their profitability.

Early analytical papers try to justify the payback criterion as a proxy for profitability. *Gordon* (1955, pp. 253) shows that the reciprocal of the payback period can be interpreted as an estimation of the IRR. His analysis has been extended by *Levy* (1968 and 1971) and *Sarnat/Levy* (1969). *Mepham* (1975, p. 869) points out that selecting investment projects from a whole bundle of alternatives according to the NPV rule and according to the PB method results in comparable selection decisions. However, this finding suffers from the restrictive assumption of constant cash-inflows. Further, simulations have been run, in order to test how the PB

---

37The difference between use and importance is elaborated in Lefley (1996, p. 208). He finds that use of PB is positively and importance of PB is inversely related to firms’ capital budget size.
38Pike (1983) finds that 90% of firms implementing multiple methods use PB. Similarly, Shields et al. (1991) suggest that U.S. companies maximize net present value or rates of return subject to payback constraints.
method performs in identifying promising projects compared to more sophisticated techniques.\textsuperscript{39}

With rise of the agency paradigm, the application of the PB method has been explained by incentive effects due to institutional properties. For instance, Narayanan (1985) concludes that a manager benefits from applying the payback method to investment selection problems. By choosing projects with early cash-inflows he improves the expectation about his skills and hence the present value of his remuneration.\textsuperscript{40} A similar principal-agent conflict is analyzed by Thakor (1990). Here the payback method is used as a means of harmonizing the goals of actual shareholders and future investors.

Moreover, payback times are considered as a means of accounting for liquidity constraints. Weingartner (1969) states that the application of the PB method selects projects with high cash flows in the early periods of the useful life. In this sense the PB method minimizes the risk of foregoing other investment projects due to lack of capital, i.e., PB increases the probability of being able to invest in unforeseen future investment alternatives. This means, payback times account for the management’s restricted forecasting ability.\textsuperscript{41} Wambach (2000) analysis a situation, where the investment outlay instead of future cash-inflows is uncertain. Based on a real-option approach the payback period is used as an indicator for the optimal time instance for investment activities given required capital outlays decrease over time.\textsuperscript{42}

Our approach combines three dimensions of the literature reviewed above. Firstly, we concentrate on riskiness of investment projects, like Weingartner (1969) or Wambach (2000). Secondly, we incorporate into our model important organizational features of typical capital budgeting processes, extending the view of agency theory. Thirdly, we shall find that the central appraisal criterion deduced following our approach may be seen as a generalization of the contributions by Gordon (1955) and Levy (1968). Interestingly, the evidence provided in Table 1 is consistent with our risk-controlling justification of the payback method: Interpret NPV and IRR as profitability measures and PB as a risk figure. Then, a simple explanation for the simultaneous use of NPV or IRR on the one hand and PB on the other hand is

\textsuperscript{39}Cf., e.g., Hertz (1968).
\textsuperscript{40}Similar arguments can be found in Pike (1985, p. 50) and Chen/Clark (1994, p. 123). For an overview of papers dealing with incentive effects caused by reputational concerns, see Hirshleifer (1993, pp. 148).
\textsuperscript{41}Cf. Lefley (1996, p. 209).
\textsuperscript{42}Cf. Wambach (2000, pp. 253)
that investments are evaluated in a fashion similar to the $\mu - \sigma$-principle frequently
applied in financial theory.

3 Organizational embedding of capital budgeting procedures

Since technological knowledge, administrative skills as well as product- and customer-related information are distributed among many individuals, capital budgeting in modern corporations is a multi-person process. The spectrum of decision making bodies in organizations ranges from a single decision maker over a group of decision makers originating from different management levels interacting to find a consensus, like, e.g., in investment committees, to a group of peers in charge of the final investment decision, like executive boards. For categorizing different organizational forms of capital budgeting processes and their impact on the payback method’s role distinctive characteristics have to be identified. We focus on the degree of delegation of decision competences, the size of the decision making body and communication needs resulting from preparatory work preceding the final decision making. Here, on the one hand we consider the degree of delegation as a continuous attribute, because, e.g., the preparation of an investment proposal typically includes eliminating unfavorable alternatives, meaning decision competences are (partially) exerted at this stage. On the other hand the decision making body may consist of a single individual or a multitude of decision makers. In the latter case the final decision may be a consensual process, where preferences have to be communicated among the decision makers in order to moderate a compromise. Alternatively, the final multi-person decision may be subject to a voting procedure, where majorities have to be organized by co-ordinating preferences. This is reflected in Table 3, depicting four stylized investment process scenarios, by the degree of co-ordination:

<table>
<thead>
<tr>
<th>degree of delegation</th>
<th>degree of coordination</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>low</td>
</tr>
<tr>
<td>low</td>
<td>entrepreneurial decision</td>
</tr>
<tr>
<td>high process</td>
<td>high</td>
</tr>
<tr>
<td></td>
<td>board decision</td>
</tr>
<tr>
<td></td>
<td>representative’s decision</td>
</tr>
<tr>
<td></td>
<td>investment committee decision</td>
</tr>
</tbody>
</table>

Table 3: Different investment decision scenarios

The characteristic of communication needs is not exhibited explicitly in Table 3 as
they may occur in each setting depending on the delegation of preparatory tasks. Note however that since we focus on investment projects with uncertain future cash flows, communication means primarily conveying risk preferences.

For the four scenarios different justifications for the payback method may hold true:

- In the entrepreneurial decision scenario only one decision maker exists. Thus, no problem of coordinating different decision makers arises. Further, as no investment competences are delegated no communication of requirements occurs. However, key figures describing investment projects will be needed for communication, if data are collected by other individuals on a preparatory stage. This scenario describes small family-owned companies or start-ups where, e.g., engineers develop and market a product from an invention without a strong background in business knowledge. Here, the use of the payback method might be explained by the knowledge hypothesis, i.e., the payback method is used because of its simplicity.

- The scenario ‘representative’s decision’ is very similar to the entrepreneurial one. However, companies are slightly bigger, so that the generation of ideas for investment projects and the subsequent appraisal and selection process are (partly) delegated. Minimum requirements, e.g., profitability hurdle rates, are communicated via key figures serving as appraisal criteria. Due to the existence of a hierarchically superior decision maker the representative needs to justify his decision according to these key figures. This implies that a critical payback time may result from the entrepreneur’s individual preferences or experiences. Hence, the payback method is a rule of thumb rather than a theoretically based criterion.

- The scenario ‘board decision’ indicates that top-level decision makers decide upon the investment projects to be funded. Because data gathering is delegated and pieces of information are aggregated in a proposal, an unbiased communication via key indicators is required. Further, the decision process needs co-ordination, because, e.g., power can be distributed asymmetrically among board members. Therefore, inter-subjectively reliable measures are needed to make a compromise or to find a majority on the board. In this case, PB might be used as a secondary criterion.
• An ‘investment committee’ bundles the investment competences for the whole firm relieving top level management. It is formed by members of various skills from different departments, like technicians, accountants, and engineers. They have to communicate subjective assessments and predictions in such a manner that they can be reproduced and understood by third parties. Further, due to uncertainty of cash flows an inter-subjective definition of acceptable risk has to be found. Here, the payback method typically serves as a constraint, i.e., as a tool for communicating the decision maker’s risk preferences to the applicant or the management accountant.

Identifying the need for a certain investment, the search for corresponding investment alternatives, and the preparation of the investment proposal typically belong to the competences of the operating divisions (decentralized phase). However, depending on the required capital expenditure, the authority for the final project selection is delegated to a centralized committee (centralized phase).\footnote{For a formal description cf. Taggart (1987, pp. 179).} We will consider the interface between the decentralized and the centralized phase of the budgeting process, because this is a crucial point in both the ‘board decision’ and the ‘investment committee proposal’ scenario. Note however, the budgeting process should not be thought of as a linear one. Especially, the preparation of the proposals will typically include repeated discussion of preliminary versions, modifications of the project, and re-estimation of cash flows. This may explain empirical evidence indicating that companies consider project definition and cash flow estimation the most difficult steps of the capital budgeting process.\footnote{Cf. Scott/Petty (1984, p. 113).} Moreover, management accountants discussing the project with applicants have an important pre-decision function. If they qualify proposals as unsatisfactory, these proposals will barely be presented to the investment committee or the board. This is consistent to the very high approval rates observable for those projects finally presented to the decision instances.\footnote{Cf. Arnold (2005, p. 171).}
4 A criterion for investment appraisal based on almost stochastic dominance

4.1 The general idea of applying almost stochastic dominance to organizationally embedded investment choices

In this section we will briefly introduce the concept of almost stochastic dominance. We will demonstrate that it becomes possible by this concept to include the preferences of all relevant decision makers into the analysis. Note that this is a necessary step in modelling capital budgeting processes for organizational settings represented by the ‘board decision’ or the ‘investment committee proposal’. Moreover, we emphasize that ASD allows conveying the decision makers’ risk preferences to subordinates responsible for the early and intermediate stages of the capital budgeting process.

We focus on the choice between a risk-free investment in bonds and a real investment alternative with uncertain future cash flows, henceforth referred to as the risky investment project. Let the risky investment project be represented by the sequence of uncertain net cash flows, \( C_t, t = 0, 1, 2, ..., T \), where \( T \) is the last period of the project’s useful life. Assume the initial capital outlay, \( C_0 \in \mathbb{R} \), to be given and certain, whereas the subsequent periods’ net cash flows, \( C_t \), are random variables. The risk-free investment is characterized by the certain initial capital outlay \( c_0^F \) and the risk-free interest rate, \( i \geq 0 \). This defines its cash flows in the subsequent periods to be \( c_t^F = ic_0^F, t = 1, 2, ..., T^F - 1 \) and \( c_{T^F}^F = (1 + i)c_0^F \), with \( T^F \) being the bonds’ maturity period. Assume that both investment opportunities require the same initial capital outlay, \( C_0 = c_0^F \), and are finished in the same period, i.e., \( T = T^F \). Due to the cash flows’ uncertainty the NPV of the risky alternative is a random variable, \( V \). In the following, we will assume a positive expected value of the random NPV, \( E(V) > 0 \). Figure 1 shows the cumulative distribution functions (CDF) of the two alternatives’ NPVs.

The CDF of the risky investment project’s NPV, \( G(\cdot) \), is assumed to be continuous on its finite support \([\underline{v}, \overline{v}], \underline{v} < 0 < \overline{v} \). As we will consider its risk explicitly, the NPV is calculated by discounting with the interest rate of the risk-free alternative. The same procedure applied to the risk-free alternative yields a stepwise CDF, \( H(\cdot) \), which assigns probability one to an NPV of zero, see Figure 1.

Given an organizational setting discussed in section 3, the choice between the
Figure 1: The non-applicability of first order stochastic dominance

risky and the risk-free investment project requires taking into account the risk preferences of a multitude of involved agents. From a decision theoretical perspective, stochastic dominance is an appropriate device for this purpose. Its main idea is summarized as follows: If a risky alternative $A$, described by its wealth consequences, dominates an alternative $B$ in terms of first order stochastic dominance, $A$ is preferred to $B$ by every rational and non-satiable decision maker. These decision makers are represented by non-decreasing differentiable real-valued utility function.\footnote{Cf., e.g., Levy (1992, p. 557).} Let $\mathcal{U}$ denote the set of these utility functions. Typically, $\mathcal{U}$ would include the subset of decision makers relevant for the investment decision process in the sense discussed in section 3 or more precisely the corresponding utility functions. Hence, if the risky investment stochastically dominates the risk-free one, all relevant decision makers, as a group representing the firm, prefer the risky alternative. Moreover, an agent preparing the corresponding investment proposal would know they do so, if he discerns the dominance relation. Thus, generating projects which are likely to be accepted in the capital budgeting process becomes possible.

Note that stochastic dominance remains a reasonable decision criterion even if some of the axioms of expected utility theory do not apply. In this sense stochastic dominance is robust under variations of the rationality concept, making it even more attractive for practical application.\footnote{Cf. Levy (1992, p. 560) for a discussion of this aspect.}

But a look at Figure 1 reveals that first order stochastic dominance is not applicable to the comparison of the two investment projects under consideration. The reason is that $G(\cdot)$, representing the risky investment project, assigns positive probability to wealth reductions as well as to wealth increases. Therefore, the requirement for first order stochastic dominance to hold, i.e., no intersection of the two CDFs, is violated. In Figure 1, the hatched
area indicates the difference between the two CDFs in the region of violation which is restricted to the negative part of the CDF’s support. However, recently Leshno/Levy (2002) proposed almost stochastic dominance (ASD), a modified version of stochastic dominance that alleviates this problem.

ASD differs from first order stochastic dominance in the way of handling the violation indicated above. For first order stochastic dominance the existence of such a violation means it is not applicable. In contrast, ASD measures the risky investment project’s degree of violation by a parameter $\varepsilon_G$. This parameter represents the cumulated difference between the two CDFs in the region of violation (e.g., the size of the hatched area in Figure 1) relative to their cumulated difference over the entire support (e.g., the size of the hatched plus the dotted area in Figure 1). In a second step, under ASD the set of utility functions is reduced, starting from the set $\mathcal{U}$ of all rational and non-satiable utility functions with $u'(x) > 0$ for all $x$. The process of reducing $\mathcal{U}$ is controlled by a second parameter, $\varepsilon$.

The set of utility functions remaining after the reduction, $\mathcal{U}(\varepsilon)$, represents all those decision makers who, despite the violation of first order stochastic dominance, prefer alternative $G(\cdot)$ to $H(\cdot)$, given the degree of violation of the non-intersection requirement is bounded by $\varepsilon$. Note that $\mathcal{U}(\varepsilon) \subset \mathcal{U}$ because some decision makers in $\mathcal{U}$ will not tolerate the violation and will thus be eliminated from $\mathcal{U}$. In an application to the capital budgeting procedure, the remaining set $\mathcal{U}(\varepsilon)$ obviously should contain the set of the relevant decision makers’ utility functions as a subset.

Finally, the risky investment, or its CDF $G(\cdot)$, is said to dominate the risk-free investment, or CDF $H(\cdot)$, by $\varepsilon$-almost stochastic dominance ($\varepsilon$-ASD), if and only if $\varepsilon_G \leq \varepsilon$. More formally denoted, $\varepsilon_G \leq \varepsilon \iff G(\cdot) \succeq_\varepsilon H(\cdot)$.

To explain the idea in greater detail, we describe mathematically the degree of violation of the non-intersection requirement and have a closer look at the process of reducing the set of decision makers.

The degree of violation of the non-intersection requirement, $\varepsilon_G$

Firstly, in general the size of the hatched area in Figure 1 is given by

$$\int_{\varepsilon}^{0} G(v) - H(v)dv = E(V^-)$$

Note that the distinction between $\varepsilon$ and $\varepsilon_P$ does not occur in Leshno/Levy (2002), but is introduced here for ease of presentation.
while the size of the dotted region may be written as

\[ \int_0^V H(v) - G(v) \, dv = E(V^+) \]  

(2)

where \( V^- = -\min\{V, 0\} \) is the negative part and \( V^+ = \max\{V, 0\} \) is the positive part of the net present value, \( V \). Both of these random variables are almost surely non-negative. Hence, their respective expected values \( E(V^-) \) and \( E(V^+) \) are non-negative and given by the areas indicated in Figure 1.

Following the ideas of Leshno/Levy (2002), parameter \( \varepsilon_G \) measuring the investment project’s degree of violation of the non-intersection requirement is therefore given by

\[ \varepsilon_G = \frac{E(V^-)}{E(V^+) + E(V^-)} = \frac{1}{1 + \frac{E(V^+)}{E(V^-)}} \]  

(3)

where \( \frac{E(V^+)}{E(V^-)} > 1.50 \) \( E(V^-) \) is the expected value of random variable \(|V|\) conditional on \( V \leq 0 \). Hence, it measures the risk of a potential loss in wealth caused by the risky investment project. Similarly, \( E(V^+) \) measures the chance of earning a potential profit. Therefore, (3) can be interpreted as a chance-risk-relationship.

\( \varepsilon \)-almost stochastic dominance

Secondly, we return to the idea of eliminating from \( U \) utility functions \( u(\cdot) \), where the magnitude of the reduction is controlled by a predetermined (maximal) degree of violation of first order stochastic dominance, \( \varepsilon \). ASD was proposed by Leshno/Levy (2002) for cumulative distribution functions with finite support, \([x, x]\). Restrict \( U \) to twice differentiable functions and the subset \( U(\varepsilon) \subset U \) remaining after the elimination process is given by

\[ U(\varepsilon) = \left\{ u \in U : u'(x) \leq \left[ \frac{1}{\varepsilon} - 1 \right] \min \{ u'(z) : z \in [x, x] \}, x \in [x, x] \right\} \]  

(4)

For utility functions on \( \mathbb{R} \) exhibiting risk aversion, i.e., \( u'(x) > 0, u''(x) < 0 \) for all \( x \in [x, x] \), the defining inequality in (4) can be reformulated to

\[ u'(x) \leq \left[ \frac{1}{\varepsilon} - 1 \right] u'(x) \]  

(5)

Hence, utility functions excluded from \( U(\varepsilon) \) “... assign a relatively high marginal

\[^{49}\text{Cf. Leshno/Levy (2002, p. 1080), formula (5).}\]
\[^{50}\text{Note that } E(V^+) > E(V^-) > 0 \text{ follows from reasons given on page 19.}\]
utility to very low values or a relatively low marginal utility to large values of \( x \).^{51}

Note that \( \mathcal{U}(\varepsilon) \) contains utility functions of different types, like risk-averse, risk-neutral or S-shaped.

**Example:** To give a simple example, consider the family of exponential utility functions \( u_e(x) = 1 - \exp(-rx) \), where \( r > 0 \) is the Arrow-Pratt measure of absolute risk aversion. If we restrict the analysis to this family, condition (5) reads

\[
\begin{align*}
  u'_e(x) &\leq \left[ \frac{1}{\varepsilon} - 1 \right] u'_e(\overline{x}) \\
\Rightarrow r \exp(-r\overline{x}) &\leq \left[ \frac{1}{\varepsilon} - 1 \right] r \exp(-r\overline{x}) \\
\Leftrightarrow r &\leq \frac{\ln(\frac{1}{\varepsilon} - 1)}{\overline{x}} =: r(\varepsilon)
\end{align*}
\]

For predetermined \( \varepsilon > 0 \) all decision makers with an exponential utility function remain in \( \mathcal{U}(\varepsilon) \) as long as their degree of absolute risk aversion does not exceed the upper bound, \( r(\varepsilon) \), determined by (6), i.e., as long as \( r \leq r(\varepsilon) \) holds. Hence, for exponential utility functions, the (maximally admissible) degree of absolute risk aversion, \( r(\cdot) \), is a function of parameter \( \varepsilon \).^{52} The derivative of \( r(\cdot) \) is

\[
\frac{dr(\varepsilon)}{d\varepsilon} = -\frac{1}{(\overline{x} - x)(\varepsilon - \varepsilon^2)} < 0
\]

This negative relationship shows that for the family of exponential utility functions an increasing \( \varepsilon \) implies a decreasing critical risk aversion. Consequently, for a growing (maximal) degree of violation of the non-intersection requirement, \( \varepsilon \), decision makers with an ever smaller risk aversion have to be eliminated from \( \mathcal{U} \), i.e., the greater \( \varepsilon \), the smaller \( \mathcal{U}(\varepsilon) \).^{53} Actually, Leshno/Levy (2002, p. 1079) show that if \( \varepsilon \to 1/2 \), \( \mathcal{U}(\varepsilon) \) eventually contains linear utility functions only.

For a predetermined \( \varepsilon \) Leshno/Levy (2002) proof in their Theorem 1 that if a risky project’s degree of violation of first order stochastic dominance does not exceed \( \varepsilon \), i.e., \( \varepsilon_G \leq \varepsilon \), all decision makers represented by \( \mathcal{U}(\varepsilon) \) prefer the risky to the risk-

---


52Note that the effect of \( \varepsilon \) can be observed so nicely, because exponential utility functions have a constant absolute risk aversion (CARA).

53Since in a decision process the set of decision makers is given, the admissible risk might be adjusted to achieve a majority, see table 4.
free investment project. More precisely, \( G(\cdot) \) dominates \( H(\cdot) \) by \( \varepsilon \)-ASD if and only if all decision makers in \( \mathcal{U}(\varepsilon) \) prefer \( G(\cdot) \) to \( H(\cdot) \).

**Accounting for the organization of capital budgeting when choosing the set \( \mathcal{U}(\varepsilon^*) \)**

Up to this point, the (maximal) degree of violation, \( \varepsilon \), for the definition of \( \mathcal{U}(\varepsilon) \) was chosen arbitrarily. Next we look at the fixed and given set \( D \subset \mathcal{U} \) of utility functions representing non-risk seeking decision makers being relevant for the capital budgeting process according to the organizational environment described in section 3. To avoid the case of pure risk neutrality assume that at least one decision maker in \( D \) is not risk neutral. Let \( \varepsilon^*, 0 < \varepsilon^* < 0.5 \), be the largest degree of violation the decision makers in \( D \) accept in terms of almost stochastic dominance.\(^{54}\) Hence, the utility functions of all relevant decision makers are included in the set \( \mathcal{U}(\varepsilon^*) \), \( D \subset \mathcal{U}(\varepsilon^*) \subset \mathcal{U} \). The set \( \mathcal{U}(\varepsilon^*) \) of utility functions, thus, serves as a simple model of the firm’s decision making structure. For example, if the decision has to be made by a board of directors or an investment committee in a consensual manner, every member of this group should be represented by \( \mathcal{U}(\varepsilon^*) \). Under these circumstances the risky project is preferred to the risk-free investment by all relevant decision makers if \( \varepsilon_G \leq \varepsilon^* \). This means, it is almost stochastic dominant at level \( \varepsilon^* \) (\( \varepsilon^*-\text{ASD} \)), if \( \varepsilon_G \leq \varepsilon^* \Leftrightarrow G(\cdot) \succeq_{\varepsilon^*} H(\cdot) \).

**Example:** Assume the investment committee consists of seven members, \( j = 1, \ldots, 7 \), with exponential utility functions \( u_j(x) = 1 - \exp\{-jx\} \).\(^{55}\) The committee might in general decide based on the consensus principle or on majority voting. Suppose the individual voting behaviour exclusively depends on the member’s risk assessment of a project. Thus, the appropriate \( \varepsilon^* \) depends on the voting scheme –e.g. unanimity, qualified majority (for instance 75\% or \( \frac{2}{3} \)), or simple majority– and on the risk preferences of the single decision makers. The pivotal committee member, i.e., the one whose approval ensures the required majority, is indicated by \( j^* \). Assume \( \overline{x} - \underline{x} = 0.1 \). In this simple example the \( \varepsilon^* \) values in Table 4 apply:

Having stated the advantages of almost stochastic dominance, some theoretical considerations shall identify problems to be coped with when implementing ASD in real budgeting procedures:

---

\(^{54}\)See Appendix B for a formal definition of this value.

\(^{55}\)In this example, all decision makers are risk averse so that an application of Almost Stochastic Second Order Dominance (ASSD) becomes possible, see Leshno/Levy (2002, p. 1080). Since we intend to include non-risk-averse decision making behaviour, too, we for the sake of generality apply Almost Stochastic First Order Dominance (ASD).
Technically, almost stochastic dominance of a risky project over the risk free alternative means that all relevant decision makers in $D$ prefer $G(\cdot)$ over $H(\cdot)$. Since $D$ is a proper subset of $\mathcal{U}(\varepsilon^*)$ this is not a necessary condition for an unanimous preference.\footnote{Cf. Leshno/Levy (2002, p. 1080, Theorem 1).} Cases might exist, where a project’s $\varepsilon_G$ exceeds $\varepsilon^*$, although on an individual level for all decision makers in $D$ the expected utility for the risky project calculated according to their individual utility function exceeds the expected utility for the risk free alternative. This means, the risky project is mistakenly rejected. Nevertheless, in our view this drawback is balanced by the ease of communicating risk preferences via the parameter $\varepsilon^*$. Note that the opposite mistake, accepting mistakenly a too risky project, is impossible under almost stochastic dominance. Thus, in a multi-person context almost stochastic dominance is a cautious heuristic aggregating individual risk preferences.

Moreover, the relationship between the support $[x, \bar{x}]$, used for the definition of $\mathcal{U}(\varepsilon^*)$ in (4), and the support of the random NPV’s probability distribution $[u, \bar{v}]$ warrants a discussion, because $\varepsilon^*$ might vary depending on delegation. To ease the discussion, $\varepsilon^*$ is replaced by $\varepsilon^*_x$, given $[x, \bar{x}]$ is the support used in the definition of $\mathcal{U}(\varepsilon^*)$ and by $\varepsilon^*_v$, given $[u, \bar{v}]$ is the support of the NPV’s probability distribution in the following.

The literature indicates that investment competences are delegated to different hierarchy levels depending on project size. For example, Table 5 shows the distribution of critical expenditures requiring formal capital budgeting analysis for the companies included in Fortune 1000.\footnote{Cf. Ryan/Ryan (2002, p. 358). See also Ferreira/Brooks (1988, p. 23) and Arnold (2005, p. 171). However, note budgeting systems again may vary according to cultural backgrounds, cf., e.g., Bailes/Assada (1991, pp. 133).}

Consider a large project to be authorized by a board level committee, i.e., a situation corresponding to the ‘board decision’ scenario in section 3. In this case we may assume $[x, \bar{x}] = [u, \bar{v}]$, meaning that the project is accepted or rejected based

<table>
<thead>
<tr>
<th>Majority Rule</th>
<th>$j^* = r_j^*$</th>
<th>$\varepsilon^*$</th>
<th>$D$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unanimity</td>
<td>7</td>
<td>0.332</td>
<td>$u_1, u_2, \ldots, u_7$</td>
</tr>
<tr>
<td>Three-quarter majority</td>
<td>6</td>
<td>0.354</td>
<td>$u_1, u_2, \ldots, u_6$</td>
</tr>
<tr>
<td>Two-thirds majority</td>
<td>5</td>
<td>0.378</td>
<td>$u_1, u_2, \ldots, u_5$</td>
</tr>
<tr>
<td>Simple majority</td>
<td>4</td>
<td>0.401</td>
<td>$u_1, u_2, \ldots, u_4$</td>
</tr>
</tbody>
</table>

Table 4: $\varepsilon^*$ depending on majority rule and committee members’ preferences
exclusively on its own characteristics. Accordingly, the parameter $\varepsilon^*_v$ depends on the project specific bounds $v$ and $\overline{v}$. Thus, $\varepsilon^*_v$ can be used to generate a cut-off payback period or a cut-off IRR as described in the following. Its value properly represents the committee’s attitudes toward the risky project.

For small investment projects completely authorized by a lower management level this statement may not hold true. Here, the interval $[x, \overline{x}]$ may serve to define ‘small projects’ by the condition $[v, \overline{v}] \subset [x, \overline{x}]$. In this case parameter $\varepsilon^*_x$ is again determined for those decision makers responsible at the board level, according to the interval $[x, \overline{x}]$. Cut-off values deduced from $\varepsilon^*_x$ may be imposed on all small projects to restrict the discretion of lower-level management. Accordingly, a controlled delegation of decision competences, like in the ‘investment committee’ scenario presented in section 3, becomes possible. However, a small project although rejected by the lower-level decision-makers, might have been authorized by the board, had the board considered it based on its individual interval $[v, \overline{v}]$. This is due to the fact that $\varepsilon^*_x \leq \varepsilon^*_v$ for $x < v < \overline{v} < \overline{x}$. As a consequence it may be reasonable to advise the investment committee respectively the representative to submit projects to the top hierarchy level for a final decision, given any doubts remain.

### 4.2 The Leshno-Levy criterion as a tool for the appraisal of risky investment projects

For a thorough analysis of risky investment projects the time structure of cash flows has to be considered. Therefore, let the risky investment project be defined by the sequence of net cash flows, $C_t$, $t = 0, 1, 2, \ldots, T$, as defined at the beginning of this section. Assume the initial capital outlay, $C_0 \in \mathbb{R}$, to be given and certain, whereas the subsequent periods’ net cash flows $C_t$ are non-degenerated random variables with probability distribution on the finite interval $[\underline{c}, \overline{c}]$. Moreover, the risk-free investment is characterized by the certain initial capital outlay $c_0^F$ and the risk-free interest rate, $i \geq 0$. With this notation, the random NPV, $V$, of the risky investment

---

58 See Appendix B for a comprehensive mathematical analysis.
is calculated by applying the discount factor, \( q = 1 + i \), to the cash flows

\[
V = \sum_{\tau=0}^{T} q^{-\tau} C_{\tau}
\]  

(8)

The CDF of random variable \( V \), \( G(\cdot) \), lives on the finite support \([LB, UB]\) (see Figure 2). The lower bound, \( LB \), of the NPV is given by

\[
LB = C_0 + q^{-1} c_1 + \ldots + q^{-T} c_T,
\]

while the upper bound is

\[
UB = C_0 + q^{-1} c_1 + \ldots + q^{-T} c_T.
\]

In the following, we will assume a positive expected value of the random NPV, \( E(V) > 0 \). The reasons for this assumption are that, firstly, the NPV criterion applied to deterministic capital budgeting situations excludes projects with non-positive NPV as disadvantageous. Secondly, Leshno/Levy (2002, Proposition 2) show that a necessary condition for one alternative dominating the other one in terms of ASD is that the mean of the CDF representing the dominating alternative is strictly larger than the mean of the dominated one. By definition, the mean of the risk-free alternative’s NPV is zero. Therefore, \( E(V) > 0 \), i.e., the classical textbook profitability criterion, is a necessary condition for ASD to hold for a risky investment project.

**Figure 2: ASD of risky investment project’s NPV**

Similar to Figure 1, \( E(V^-) \) and \( E(V^+) \) are depicted by the hatched and the dotted areas in Figure 2, respectively. For \( E(V^-) = 0 \) the risky investment project dominates the risk-free investment in the sense of (simple) first order stochastic dominance. However, \( E(V^-) \) symbolizes the expected loss in wealth due to choosing the risky instead of the risk-free project. If this expected loss was zero, the probability of a negative NPV, \( P(V < 0) \), would vanish, too. To exclude such trivial situations with no economic risk, we assume \( E(V^-) > 0 \), and consequently \( LB < 0 \). As we have already seen, for this situation first order stochastic dominance
The expected value of any random variable may be written as
\[ E(V) = E(V^+) - E(V^-) \tag{9} \]

Consequently, a positive expected NPV, \( E(V) > 0 \), means that the degree of violation of the non-intersection requirement by the risky investment project, i.e., parameter \( \varepsilon_G \) as defined by (3)
\[ \varepsilon_G = \frac{E(V^-)}{E(V^+) + E(V^-)} \]
is restricted to \( 0 < \varepsilon_G < \frac{1}{2} \).\(^{60}\) Moreover, by use of (9) we may replace (3) by
\[ \varepsilon_G = \frac{E(V^-)}{E(V) + 2E(V^-)} \tag{10} \]

Because of \( E(V^-) > 0 \), (10) can be rearranged to the final version of the degree of violation of first order stochastic dominance of the risky investment project
\[ \varepsilon_G = 1 - \frac{1}{E(V^-) + E(V^+)} \tag{11} \]

where \( \frac{E(V^+)}{E(V)} > 1 \). In addition, we choose control parameter \( \varepsilon^* \) so that the utility functions of all relevant decision makers are included in \( \mathcal{U}(\varepsilon^*) \), i.e., \( D \subset \mathcal{U}(\varepsilon^*) \). Then the risky project dominates the risk-free one in terms of ASD at level \( \varepsilon^* \), if and only if \( \varepsilon_G \leq \varepsilon^* \), or
\[ \frac{1}{\varepsilon^*} - 2 \leq \frac{1}{\frac{E(V^+)}{E(V)}} - 1 \tag{12} \]

In other words, \( \varepsilon^* \)-ASD of the risky project, i.e., \( G(\cdot) \succeq_{\varepsilon^*} H(\cdot) \), is equivalent to the following criterion.

**Proposition 1** Let the expected NPV, \( E(V) \), and the expected loss in wealth, \( E(V^-) \), be strictly positive. Then
\[ E(V^-) \leq \left[ \frac{1}{\varepsilon^*} - 2 \right] E(V) \iff G(\cdot) \succeq_{\varepsilon^*} H(\cdot) \tag{13} \]

\(^{59}\)Cf. Wolff (1989, p. 19)
\(^{60}\)As is required by Leshno/Levy (2002).
Compared to the risk-free alternative, a risky investment project thus is attractive to the decision makers, represented by the set of utility functions \( D \subset \mathcal{U}(\varepsilon^*) \), if its expected loss in wealth is bounded by a multiple of the expected net present value. This multiple \( \gamma(\varepsilon^*) = \frac{1}{\varepsilon^*-2} \) exclusively depends on the attitude toward risk commonly agreed upon by all relevant decision makers.\(^{61}\) Obviously, for risk-neutral decision makers, i.e., \( \varepsilon^* \to \frac{1}{2} \), the restriction on the right hand side is rather weak, whereas it becomes tight for strongly risk-averse decision makers. For \( \varepsilon^* \to 0 \), the right hand side of (13) approaches zero. Henceforth, we refer to the inequality in (13) as the Leshno-Levy criterion. It is well known that \( E(V^-) = P(V \leq 0)E(-V|V \leq 0) \), see Ogryczak/Ruszczynski (1999). By using this expression the Leshno-Levy criterion becomes

\[
P(V \leq 0)E(-V|V \leq 0) \leq \gamma(\varepsilon^*)E(V) \tag{14}
\]

Note that we did not assume stochastically independent net cash flows. Typically, one would expect sales volume, prices of materials, or labor etc. and hence corresponding cash flows of subsequent periods to be correlated. Under such circumstances the most advisable approach for evaluating the distribution of the cash flows and, hence, the NPV in practical terms is Monte-Carlo simulation.

**Example:** Suppose that for a risky investment project the initial capital outlay is 50,000 $ and each of its random cash flows, \( C_t, t = 1, 2, \ldots, 5 \), follows a triangular distribution with parameters minimal value, \( \alpha_{\text{min}} \), modus, \( \alpha_{\text{mod}} \), and maximal value, \( \alpha_{\text{max}} \). Let the interest rate be \( i = 0.1 \). In table 6 numerical values are given for these parameters, where \( \alpha_{\text{min}} = \alpha_{\text{mod}}/3 \) and \( \alpha_{\text{max}} = 1.5\alpha_{\text{mod}} \). The calculated lower bounds and expected values of the NPV as defined in (8) for successive conceivable lengths of the investment project’s useful life are given in columns six and seven of table 6. Column eight displays the corresponding values for the upper bound on the expected loss in wealth. We assume that the utility functions of all relevant decision makers are included in \( \mathcal{U}(0.001) \). In this case, \( \gamma(0.001) = 0, 001002004 \).

---

\(^{61}\)Recently, the finance literature discussed the Expected Shortfall as a risk measure to replace the criticized Value-at-Risk. Denote again by \( G(0) = P(V < 0) \) the probability of a negative NPV \( V \). If both sides of the inequality in (13) are divided by this probability, the left-hand side reads \( E(V^-)/G(0) \). This is the Expected Shortfall at confidence level \( G(0) \), see Acerbi/Tasche (2002). Thus, the Proposition says that the risky investment project is \( \varepsilon^*-\text{ASD} \), if and only if its Expected Shortfall at confidence level \( G(0) \) is bounded by \( \gamma(\varepsilon^*)\frac{E(V)}{G(0)} \). The Expected Shortfall may be rewritten in terms of a mean-risk model with the weighted mean deviation from quantile as the risk measure, see, e.g., Choi/Ruszczynski (2008). Hence the above interpretation of (13) holds for the mean-risk model as well.
The last column of table 6 shows the values for the expected loss resulting from a Monte-Carlo simulation with 10,000 iterations. Here we assume that the correlation of any pair of successive random cash flows, \((C_t, C_{t+1})\), \(t = 1, 2, 3, 4\), equals 0.3.

<table>
<thead>
<tr>
<th>(t)</th>
<th>Cash Flow Distribution</th>
<th>Expected NPV and r. h. s. of (13)</th>
<th>(E(C_t))</th>
<th>(LB_t)</th>
<th>(E(V_t))</th>
<th>(\gamma(\varepsilon^*)E(V_t))</th>
<th>(E(V_t^-))</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>6000 18000 27000 17 000.00</td>
<td>-44 545.45 34 545.45 -34.62</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>7666.67 23000 34500 21 722.22</td>
<td>-38 209.37 16 593.20 16.63</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>9666.67 29000 42500 27 388.89</td>
<td>-30 946.66 3 984.47 3.99</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>8333.33 25000 37500 23 611.11</td>
<td>-25 254.88 20 111.18 20.15</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>6333.33 19000 28500 17 944.44</td>
<td>-21 322.38 31 253.27 31.32</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 6: Parameter values of triangular cash flow distributions, lower bound and mean of NPV, right hand side of (13), and simulation results for expected loss

Let the actual useful life of the investment project be five years. The corresponding expected loss then turns out to be 6.99 which is below the critical upper bound of 31.32. Consequently, the risky project dominates the risk-free one in terms of ASD at the given level of \(\varepsilon^* = 0.001\). Note that when carrying out the simulation experiment with the same initial seed for the random number generator we observed an expected loss of 1.15 for pairwise uncorrelated cash flow variables, while it increased to 29.59 for a correlation equal to 0.6.

4.3 An interpretation of (13) as a generalization of the payback criterion

While the Leshno-Levy criterion (13) is easily applied in a simulation context, it does not provide much insight into the underlying economic mechanism. Hence, we specify the risky investment in greater detail to gain additional insight. The first assumption enables us to derive a simple and intuitive upper bound for the expected loss, \(E(V^-)\), of the risky investment project.\(^{62}\) The following interpretations of (13) will build upon this upper bound.

1. Assumption: Convexity of CDF \(G(\cdot)\) on \([LB, 0]\)

\(^{62}\)Ogryczak/Ruszczynski (1999) yield an alternative upper bound. They discuss absolute semideviation \(\delta = 0.5 \int_{-\infty}^{\infty} |v - E(V)| G(\text{d}v)\) as a measure of risk. From their Corollary 2 follows \(E(V^-) \leq \delta\). Therefore it is easy to derive a mean-risk criterion from the Leshno-Levy criterion (13) which ensures \(\varepsilon^*\)-ASD of the risky project: \(0 \leq E(V) - \gamma(\varepsilon^*^{-1}) \delta \Rightarrow G(\cdot) \preceq_{\varepsilon^*} H(\cdot)\).
Assume that the net present value, $V$, is a continuous random variable with CDF $G(\cdot)$. If moreover CDF $G(\cdot)$ is convex on $[LB, 0]$ we get the following upper bound

$$E(V^-) = P(V \leq 0)E(-V | V \leq 0) \leq \frac{1}{2} |LB| G(0)$$  \hspace{1cm} (15)

This upper bound is determined by the probability that the NPV is non-positive, $G(0) = P(V \leq 0)$, i.e., a kind of loss probability, and the maximal potential loss in wealth, $LB$. Thus, $\frac{1}{2} |LB|$ serves as an upper bound for $E(-V | V \leq 0)$.

Whether or not (15) holds is easily checked by evaluating the corresponding simulation results. For instance, the Monte-Carlo simulation considered above yields a $G(0)$ of 0.00224851. With $LB$ taken from table 6 we calculate the upper bound to be $\frac{1}{2} |LB| G(0) = 23.97$. Since for the example the expected loss amounts to 6.99, see table 6 again, (15) holds. Note that the quality of the upper bound for the expected loss crucially depends on the characteristics of $G(\cdot)$ in the negative part. Especially, if $G(\cdot)$ is rather flat, but shows a significant probability of very small losses, the upper bound of (15) poorly approximates the true $E(V^-)$.

2. Assumption: Non-negative cash flows

Condition (15) becomes even simpler, if all future cash flows are non-negative, i.e., $c_t = 0$ for all periods $t \geq 1$. This assumption seems to be restrictive only at first glance. Remember that $C_t$ is the net cash flow originating from the risky project in period $t$. Hence, a straightforward interpretation of this assumption is that management anticipating a negative net cash flow in the future will discontinue project operations.

With the simplifying assumption $c_t = 0$ for all periods $t \geq 1$ and the amount of capital originally tied up in the investment project denoted by $I = |C_0|$, obviously $|LB| = I$. First, we thus conclude from the Leshno-Levy criterion (13) and the upper bound (15) the following.

**Corollary 1** Under assumptions 1. and 2.,

$$\frac{1}{2} G(0) I \leq \left[ \frac{1}{\varepsilon^* - 2} \right] E(V) = \gamma(\varepsilon^*) E(V)$$  \hspace{1cm} (16)

---

63 Remember $P(V < 0) = P(V \leq 0)$ for continuous random variables $V$.

64 A sensible application of the payback criterion under uncertainty relies on the implicit assumption of non-negative cash flows beyond the cut-off date. Hence, the empirically observable use of the payback method indicates that such investment projects satisfying the assumption of non-negative cash flows in the long run are rather common.
is a sufficient condition for the risky investment project to dominate the risk-free alternative by $\varepsilon^*-\text{ASD}$, $G(\cdot) \succeq_{\varepsilon^*} H(\cdot)$.

Formula (16) is a generalization of the simple dynamic version of the payback criterion, a fact we will focus on in this section. Further, we will emphasize in section 4.4 that it can be interpreted as a risk-adjusted rate of return as well.

Second, non-negative cash flows allow an interpretation of (13) in terms of the dynamic payback criterion’s deterministic version. This dynamic payback criterion inspects periods $1 \leq t \leq T$ to see whether or not the discounted cumulated cash flows realized hitherto exceed the initial capital outlay $I$. The payback period is the first period when no capital remains tied up in the project. In order to extend this procedure to the current situation, we define the time-dependent random net present values $V_t$, $t = 1, \ldots, T$, analogously to the definition of NPV, $V$, in (8)

$$V_t = \sum_{\tau=0}^{t} q^{-\tau} C_{\tau}$$

(17)

The CDF $G_t(\cdot)$ of random variable $V_t$ lives the on finite support $[LB_t, UB_t]$, with the lower bound $LB_t = C_0 + q^{-1} \xi_1 + \ldots + q^{-t} \xi_t$ and the upper bound $UB_t = C_0 + q^{-1} \xi_1 + \ldots + q^{-t} \xi_t$. Figure 3 shows the CDFs of the time-dependent random NPVs $V_1, V_2, \ldots, V_5$ based on the Monte-Carlo simulation described in the example of section 4.2 for the case of stochastic independent cash flows.

![Figure 3: CDFs of NPVs $V_1, V_2, \ldots, V_5$, from left to right.](image)

To proceed with the payback interpretation of (13) for a given fixed value for $\varepsilon^*$, see figure 4. The straight line in figure 4 starting at the origin is the set of all those combinations $(y, z)$ of expected loss in wealth, $y \geq 0$, and expected NPV, $z \geq 0$, for
which (13) holds with equality, $y = \gamma(\varepsilon^*) z$. If the risky investment project dominates the risk-free alternative in terms of $\varepsilon^*$-ASD, the combination $(E(V_t^-), E(V_T))$ is an element of the set of feasible solutions of (13), indicated in figure 4 by the hatched area.

Suppose now that, following the payback procedure, $(E(V_t^-), E(V_t)), t = 0, 1, ..., T$, are calculated successively. Then, the initial combination $(E(V_0^-), E(V_0))$ is not an element of that set of admissible solutions because $E(V_0) = C_0 < 0$. Hence, a period $t^*, 1 \leq t^* \leq T$ exists, when (13) holds for the first time. Combinations calculated for later periods, $(E(V_{t^*+n}^-), E(V_{t^*+n})), n = 1, 2, ..., T - t^*$, may in general leave the set of feasible solutions again. However, for non-negative cash flows $C_t, t > t^*$, this is ruled out, because in this case $E(V_{t^*+1}^-) \leq E(V_{t}^-)$ and $E(V_t) \leq E(V_{t+1})$.

Thus, $t^*$ reminds of the payback period: All decision makers represented by $U(\varepsilon^*)$ prefer the risky investment project to the risk-free investment, if the former’s useful life exceeds $t^*$, i.e., $t^* \leq T$.

For example, the simulation results displayed in table 6 show that $(E(V_{t}^-), E(V_t))$ are not elements of the set of admissible solutions for $t = 0, 1, ..., 4$, while obviously $(E(V_5^-), E(V_5)) = (6.99, 31253.27)$ is. Therefore, $t^* = 5$ can be interpreted as a payback period, if the project’s useful life is sufficiently long.

Hitherto, we only assumed non-negativity of cash flows and the convexity of CDFs $G(\cdot)$ on $[LB, 0]$. If we impose on the risky investment project the additional assumption that expected cash flows are identical, the relationship between the Leshno-Levy criterion (13) and the payback criterion becomes even more obvious.65

3. Assumption: Random cash flows with identical expected value

---

65Note that this is a generalization of the original assumption used by Gordon (1955) in his attempt to justify the payback criterion.
Assume in the following a zero interest rate for the risk-free investment, \( i = 0 \), as the ordinary static payback criterion does. Further, let expected cash flows be identical, \( E(C_t) = \hat{c} > 0 \), for all periods \( t \geq 1 \). Under these assumptions the expected NPV of the risky project is given by \( E(V) = T\hat{c} - I \), and (16) becomes

\[
\frac{G(0)}{2\gamma(\varepsilon^*)} \leq \frac{(T\hat{c} - I)}{I}
\]  

Inequality (18) means that the risky investment project dominates the risk-free project by \( \varepsilon^*-\text{ASD} \), i.e., \( G(\cdot) \succeq_{\varepsilon^*} H(\cdot) \). Denoting the static project-specific payback period in the common way by \( \beta_G = \frac{I}{\hat{c}} \) and rearranging (18) results in

**Corollary 2** Under assumptions 1., 2., and 3.

\[
\beta_G \leq \frac{T}{\frac{1}{2}(\frac{1}{\varepsilon^*} - 2) G(0) + 1} = \beta^* \leq T
\]  

is a sufficient condition for \( \varepsilon^*\)-ASD dominance of the risky investment project, \( G(\cdot) \succeq_{\varepsilon^*} H(\cdot) \).\(^{66}\)

In (19) \( \beta^* \) is the cut-off value which the project-specific payback period \( \beta_G \) should not exceed. If the common static payback period \( \beta_G \) is not greater than \( \beta^* \), the risky investment project is the \( \varepsilon^* \)-dominant alternative. Thus, (19) reflects the way the common payback criterion is used as a restriction in capital budgeting processes, see section 3: If the payback period \( \beta_G \) is small enough relative to the cut-off value, then the scrutinized risky investment project is acceptable. \( \varepsilon^* \)-almost stochastic dominance as a tool for modeling certain aspects of organizational structures of the company in the way described in this paper, therefore, may conceptually explain the use of the payback criterion in many real-world capital budgeting processes.

Expectedly, the cut-off period \( \beta^* \) depends on the risk parameter \( \varepsilon^* \) that represents the decision makers attitude toward risk. Further, it is a function of the project specific useful life \( T \) and the probability of eventually suffering a loss, \( G(0) = P(V < 0) \), too.\(^{67}\) The smaller \( \varepsilon^* \), i.e., the more risk averse the relevant decision makers are, and the greater the loss probability as a parameter measuring

---

\(^{66}\)Note that this Corollary is easily modified to cover the alternative scenario used by Levy (1968) in his analysis of the payback criterion. Moreover, we can adjust for the case of non-identical but positive expected cash flows.

\(^{67}\)That the cut-off period should depend on the risk of the project under scrutiny is well known in the literature, cf. Horngreen et al. (2006, p. 731).
the project’s inherent risk, the more restrictive is the cut-off value for a given useful life. The longer, c. p., the useful life, the weaker is the requirement given by (19).

### 4.4 An interpretation of (13) as a generalization of a rate of return criterion

For this interpretation, assume again that the CDF, $G(\cdot)$, of the final NPV, $V$, is continuous on its finite support, convex on $[LB, 0]$, and that cash flows are non-negative. Hence, condition (16) is applicable to show the risky investment project’s $\varepsilon^*\text{-ASD}$ dominance. Rearranging this condition yields the following

**Corollary 3** Under assumptions 1. and 2.

$$\hat{\rho} = \frac{G(0)}{2\gamma(\varepsilon^*)} \leq \frac{E(V)}{I} = \rho_G$$

(20)

is a sufficient condition for $\varepsilon^*\text{-ASD}$ dominance of the risky investment project, $G(\cdot) \succeq_{\varepsilon^*} H(\cdot)$.

$E(V) > 0$ is the expected net present value representing the increase in wealth resulting from the risky investment project. Since the net present value of the risk free investment project is by definition zero, $\rho_G$ may be interpreted as a multi-period risk premium, defined for $T$ periods. Hence, the risky investment project dominates the risk-free one in terms of $\varepsilon^*\text{-ASD}$, if the project’s multi-period risk premium exceeds the cut-off value $\hat{\rho}$. Phrased differently, the decision makers demand a compensation of at least $\hat{\rho}I$ for the risk they take. While the expected NPV is commonly calculated as

$$E(V) = \sum_{\tau=0}^{T} q^{-\tau}E(C_\tau) = -I + \sum_{\tau=1}^{T} q^{-\tau}E(C_\tau)$$

(21)

the risky project is dominant by $\varepsilon^*\text{-ASD}$ if according to (20)

$$0 \leq -\hat{\rho}I + E(V) = -(1 + \hat{\rho})I + \sum_{\tau=1}^{T} q^{-\tau}E(C_\tau)$$

(22)

---

68For example, if the useful life of an investment project is $T = 10$ years and the probability of a loss in wealth is $G(0) = 0.2$, the board determining the cut-off payback period to be 3 years implies that $\varepsilon^* = 0.04$, i.e., the set of all relevant decision makers, $D$, is a subset of $\mathcal{U}(0.04)$.

69This cut-off value is transformed into a required markup to the interest rate soon.
This means, the decision makers expect the project to generate (expected and discounted) cash flows which cover not only the initial capital outlay, \( I \), but also the multi-period risk compensation, \( \hat{\rho}I \). Note that the critical value, \( \hat{\rho} \), and thus the compensation, depend on the project’s risk in terms of the probability of a loss in wealth, \( G(0) \), and parameter \( \gamma(\varepsilon^*) \), representing the risk attitude of the decision makers.

Inequality (20) provides a key to delegating at least part of the investment decision process to lower management levels. Once parameter \( \gamma(\varepsilon^*) \) is determined for the investment committee, other managers may collect and analyze project-data and subsequently calculate the loss probability, the expected net present value \( E(V) \), and the initial capital outlay \( I \). Finally, they can compute the project-specific multi-period risk premium \( \rho_G \) and compare it to the specific cut-off risk premium \( \hat{\rho} \) derived from (20). If the cut-off premium is exceeded, the risky investment project is preferable to the risk-free alternative from the investment committee’s point of view.

**Example:** Table 7 depicts the values of parameter \( \varepsilon^* \) computed from (20) for different values of the specific cut-off rate \( \hat{\rho} \) and the probability of a loss in wealth \( G(0) \). As an example suppose that the relevant decision makers expect a multi-period risk premium of 0.12 and the probability of suffering a loss in wealth is 0.10. Thus, all decision makers in \( U(0.227) \) prefer the risky investment project to the risk-free one. If at least one relevant decision maker was more risk averse, i.e., the corresponding \( \varepsilon^* \) was smaller than 0.227, the risk premium would have to be increased accordingly.

<table>
<thead>
<tr>
<th>( G(0) )</th>
<th>0.1</th>
<th>0.11</th>
<th>0.12</th>
<th>0.13</th>
<th>0.14</th>
<th>0.15</th>
<th>0.2</th>
<th>0.25</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.001</td>
<td>0.00495</td>
<td>0.0050</td>
<td>0.00413</td>
<td>0.00382</td>
<td>0.00355</td>
<td>0.00331</td>
<td>0.00249</td>
<td>0.00199</td>
</tr>
<tr>
<td>0.01</td>
<td>0.04545</td>
<td>0.04167</td>
<td>0.03846</td>
<td>0.03571</td>
<td>0.03333</td>
<td>0.03125</td>
<td>0.02381</td>
<td>0.01923</td>
</tr>
<tr>
<td>0.05</td>
<td>0.16667</td>
<td>0.15625</td>
<td>0.14706</td>
<td>0.13889</td>
<td>0.13158</td>
<td>0.12500</td>
<td>0.10000</td>
<td>0.08333</td>
</tr>
<tr>
<td>0.1</td>
<td>0.25000</td>
<td>0.23810</td>
<td>0.22727</td>
<td>0.21739</td>
<td>0.20833</td>
<td>0.20000</td>
<td>0.16667</td>
<td>0.14286</td>
</tr>
<tr>
<td>0.2</td>
<td>0.33333</td>
<td>0.32258</td>
<td>0.31250</td>
<td>0.30303</td>
<td>0.29412</td>
<td>0.28571</td>
<td>0.25000</td>
<td>0.22222</td>
</tr>
<tr>
<td>0.3</td>
<td>0.37500</td>
<td>0.36585</td>
<td>0.35714</td>
<td>0.34884</td>
<td>0.34091</td>
<td>0.33333</td>
<td>0.30000</td>
<td>0.27273</td>
</tr>
</tbody>
</table>

Table 7: \( \varepsilon^* \) for given critical value and loss probability \( G(0) \)

Table 7 can also be read in another way. From Table 4 we know that in the example of exponential utility functions all seven decision makers are included in \( U(\varepsilon^*) \) for
ε* = 0.332. Thus, if the loss probability is estimated at G(0) = 0.3, a multi-period risk premium above 0.15 is required by the investment committee, given almost stochastic dominance is used as the basis for the final decision.

As stated above the critical risk premium, \( \hat{\rho} \), is a multi-period rate, i.e., it is not an interest rate for a single period but for the project’s whole useful life. In order to emphasize the appropriate interpretation of this multi-period risk premium, it will be transformed into an annual rate. Equating the right hand side of (22) to zero yields the project’s risk-adjusted internal rate of return, \( \hat{i} \), that accounts for the compensation of project risk. Consequently, the risky project is preferred to the risk-free one by ε*-ASD, if this risk-adjusted IRR exceeds the risk-free investment’s interest rate \( i \), \( \hat{i} \geq i \).

Calculating the risk-adjusted IRR of a project with identical expected cash flows, \( E(C_t) = \hat{c} \) for all \( t \geq 1 \), is particularly simple, as in this case (22) reduces to\(^{70}\)

\[
0 = -(1 + \hat{\rho})I + \alpha(\hat{i}, T)\hat{c},
\]

(23)

Note that we get

\[
\alpha(\hat{i}, T) = (1 + \hat{\rho}) \alpha(\hat{i}^*, T)
\]

(24)

from (23), if \( \hat{i}^* \) is the common IRR of the investment project calculated from equating (21) to zero, i.e., ignoring the demanded risk compensation, for identical expected cash flows \( \hat{c} \)

\[
0 = -I + \alpha(\hat{i}^*, T)\hat{c}
\]

(25)

Example: For a given cut-off risk-premium of \( \hat{\rho} = 0.12 \), a useful life of \( T = 6 \) and a common IRR of \( \hat{i}^* = 0.15 \), we derive from (24)

\[
\alpha(\hat{i}, 6) = 1.12\alpha(0.15, 6) = 4,238620617
\]

(26)

or a risk-adjusted IRR \( \hat{i} = 0.10934 \). Hence, this per annum IRR is about 0.04 smaller than the common IRR of \( i^* = 0.15 \). Put differently, this means that instead of levying a risk compensation of \( \hat{\rho}I \) the interest rate of the risk-free investment, \( i \), could be increased by 0.04 to yield the appropriate cut-off value for the common IRR.\(^{71}\)

\(^{70}\)\( \alpha(i, T) = \frac{(1+i)^T-1}{(1+i)^T+i} \) denotes the annuity factor for \( T \) periods and interest rate \( i \).

\(^{71}\)Note that Pike (1984, p. 344) empirically estimates the risk premium added to the risk-free interest rate between 7% and 16% for typical-risk investment projects.
5 Summary and conclusions

Initiated by the payback criterion’s prominence in business practice the following research questions have been raised:

1. In the analytical literature on capital budgeting the organizational embedding of investment decision processes has been neglected hitherto. If taken into account, can it contribute to explaining the widespread use of key investment figures, like, e.g., payback periods or hurdle rates defined on profitability?

2. How may investment decisions within a multi-person context be represented from a decision theoretical perspective? Does almost stochastic dominance provide a suitable modeling device?

3. The information required for communicating risk attitudes via ASD is less extensive compared to that under an EUT regime. Can this fact contribute to the explanation of the payback criterion’s popularity in business practice?

Following the review of a large body of empirical papers in section 2 which emphasize the high relevance of the problem at hand, we develop in section 3 a framework of representative organizational environments of investment decision processes. In contrast to most contributions analyzing the use of key figures in capital budgeting like, e.g., the payback period, we allow for these organizational aspects to play an important role in decision making. On the one hand, we account for the fact that investment responsibility is typically delegated to a group of individuals. Such groups need to agree on the merits of a risky investment project as compared to a risk free investment, demanding descriptions of risk attitudes which can be easily discussed and compared. On the other hand, we take into consideration that preparation of proposals, pre-selection of projects, and decision making are (partly) delegated to lower-level management. Hence, it is a requirement that descriptions of risk attitudes can be easily communicated.

Having derived the importance of the investment decisions’ organizational embedding, we introduce in section 4.1 the concept of almost stochastic dominance for describing the risk attitudes of the relevant decision makers. From a theoretical perspective, a risky investment project’s profitability is best described by its stochastic net present value. But even if the corresponding distribution function was given and known by all decision makers, the corresponding risk might individually be perceived in different ways due to varying utility functions. This complicates the modeling of capital budgeting decisions in a multi-person context. However, as
demonstrated in section 4.2 of this paper, $\varepsilon$-ASD may be extended to represent the risk preferences of a specific group of decision makers characterized by the parameter value $\varepsilon^*$. Thus, the participation of a multitude of decision makers is accounted for in a natural way: $\varepsilon^*$-ASD of a risky investment project over the risk-free alternative means that all relevant decision makers prefer the first project. We show under very general assumptions that this $\varepsilon^*$-ASD is equivalent to a criterion that balances the risky project’s expected loss with its expected NPV, weighted by a factor that depends on the decision makers’ attitudes toward risk. This criterion is very easily applied to real-world investment projects using simple spreadsheet simulation as demonstrated in section 4.2. Note moreover, that determining $\varepsilon^*$ as the parameter describing the decision makers’ risk attitudes might be easier than estimating von-Neumann-Morgenstern utility functions from a decision analytical point of view.

The simplification of information processing activities inherent to this approach becomes evident, when, an application of the Leshno-Levy criterion or the even simpler payback criterion as stated in Corollary 2 is compared to decision making based on Expected Utility Theory (EUT) in a decentralized firm. Consider a group of decision makers in charge of the capital budgeting decision which wants to delegate preparatory tasks, like, e.g., the pre-selection of viable projects, or the final decision on ‘small projects’, to the lower ranks of the management hierarchy. Following EUT, the set of individual utility functions representing the relevant decision makers would have to be communicated to those managers responsible for the preparatory stages of the decision making process or selecting ‘small’ investment projects. In contrast, the use of the ASD payback criterion is fairly simple and secures acceptability from all committee members’ point of view. By means of this tool risk preferences are simply conveyed and delegating project selection to lower-level management is easily controlled. Hence, the number of pieces of information to be exchanged is reduced significantly. Instead of communicating a set of utility functions respectively the probability distribution of the NPV only the cut-off value, $\beta^*$, or the project specific payback period, $\beta_G$, is transmitted.

The more detailed analysis in section 4.3 shows our criterion to be a generalization of the common payback criterion. Similar considerations apply to the criterion’s interpretation as a risk-adjusted internal rate of return in section 4.4. Developing criteria from almost stochastic dominance which coincide with simple key indicators contributes to explaining the payback criterion’s prominence. The reason is
that these criteria allow to identify the investment alternative preferable by a group of relevant decision makers and simplify communication of risk preferences as well as project characteristics. Since they are derived under fairly general organizational circumstances these criteria are applicable to real-life capital budgeting processes. Moreover, formulae for calculating cut-off values of these key indicators like in Corollary 2 may support reasonable decision making. Under the corresponding assumptions decisions based on these criteria turn out be rational in terms of decision theory. Further, these criteria permit identifying investment projects which are commonly acceptable in terms of risk, even at the initial stages of the appraisal process. Thus, they provide reasonable instruments to reduce the burden resting on final decision making bodies with respect to routinely approved projects.

Note that our analysis focuses solely on simple investment appraisals, i.e., the choice between a risky investment project and a risk-free alternative. This is no limitation for the majority of ‘small investment projects’ involving decision-delegation to lower and middle management. Here, restrictions on liquidity are of minor interest, meaning the projects will be assessed based exclusively on their individual merits. Considerations will be different for ‘large investment projects’ challenging a company’s financial resources. Here, with two or more projects competing for liquidity, the choice will be between different risky investment projects. In this case, the role of the payback criterion may be that of a necessary condition, meaning the criterion has to be met by the project for being considered as a reasonable alternative. Moreover, for projects of this importance a formal investment proposal should be required. Here, the payback criterion may serve as one important indicator, but the final decision will depend on a number of additional aspects, like strategic, managerial, technological or others.
A  Additional evidence on PB’s prominence

Recent data from a European survey study are presented in Table 8:72

<table>
<thead>
<tr>
<th></th>
<th>GER</th>
<th>FRA</th>
<th>NL</th>
<th>UK</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPV</td>
<td>47.6%</td>
<td>35.1%</td>
<td>70.0%</td>
<td>47.0%</td>
</tr>
<tr>
<td>IRR</td>
<td>42.2%</td>
<td>44.1%</td>
<td>56.0%</td>
<td>53.1%</td>
</tr>
<tr>
<td>PB</td>
<td>50.0%</td>
<td>50.9%</td>
<td>64.7%</td>
<td>69.2%</td>
</tr>
</tbody>
</table>

Table 8: Capital budgeting in Europe

Further, additional American surveys are given in Table 9:

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>NPV</td>
<td>36%</td>
<td>56%</td>
<td>45%</td>
<td>46%</td>
<td>75%</td>
</tr>
<tr>
<td>IRR</td>
<td>68%</td>
<td>65%</td>
<td>64%</td>
<td>85%</td>
<td>76%</td>
</tr>
<tr>
<td>PB</td>
<td>53%</td>
<td>74%</td>
<td>54%</td>
<td>58%</td>
<td>57%</td>
</tr>
</tbody>
</table>

Table 9: Capital budgeting in the US

B  Facts and definitions

For reading convenience we put together the following definition and facts

(D1) For $y, \overline{y} \in \mathbb{R}, y < \overline{y}$, the set $\mathcal{U}(\varepsilon; y)$ of twice differentiable, non-satiable, and real valued utility functions is defined by

$$\mathcal{U}(\varepsilon; y) = \left\{ u \in \mathcal{U} : u'(y) \leq \left[ \frac{1}{\varepsilon} - 1 \right] \min \{ u'(z) : z \in [y, \overline{y}] \}, y \in [y, \overline{y}] \right\}$$

(F1) $\mathcal{U}(\varepsilon; y) \subset \mathcal{U}$ for all $0 < \varepsilon \leq 1/2$

(F2) $\varepsilon_1 < \varepsilon_2 \Rightarrow \mathcal{U}(\varepsilon_2; y) \subset \mathcal{U}(\varepsilon_1; y)$; see Leshno/Levy (2002, p. 1079)

(F3) Let $M \subset \mathbb{R}$ be an interval and $[y, \overline{y}] \subset M$. For twice differentiable utility functions on $M$ the defining inequality in (D1) may be reformulated:

---

72DeBrounen et al. (2004, p. 7).
\[
\max \{ u'(z) : z \in [y, \bar{y}] \} \leq \left[ \frac{1}{\varepsilon} - 1 \right] \min \{ u'(z) : z \in [y, \bar{y}] \}
\]

\[ \Leftrightarrow \varepsilon \leq \left[ 1 + \frac{\max \{ u'(z) \}}{\min \{ u'(z) \}} \right]^{-1} =: e_u \in \left( 0, \frac{1}{2} \right) \]

where \( \varepsilon = 0.5 \) iff the utility function is linear. Let \( D \subset U \) be the finite set of utility functions representing the relevant decision makers. To avoid a situation where the evaluation of the risky project based on expected values is sufficient, exclude the case of only risk neutral decision makers. Note that for risk neutral utility functions the bound defined in (F3) becomes \( e_u = 1/2 \). Further, let \( \mathcal{E}(D; y) \) denote the set of parameter values \( \varepsilon \) with \( D \subseteq U(\varepsilon; y) \):

\[
\mathcal{E}(D; y) = \{ \varepsilon : 0 < \varepsilon < 1/2, D \subseteq U(\varepsilon; y) \} \tag{27}
\]

**Lemma 1** \( \mathcal{E}(D; y) \) is a non-empty set and bounded from above by \( \hat{\varepsilon} < 1/2 \).

**Proof:** Let \( \{ \varepsilon_n, n \in \mathbb{N} \} \), \( 0 < \varepsilon_n < 1/2 \), be a sequence of numbers with \( \lim_{n \to \infty} \varepsilon_n = 0 \). Due to (F2) \([U(\varepsilon_n; y), n \in \mathbb{N}]\) is a non-decreasing sequence of sets. Now let \( \hat{\varepsilon} = \min \{ e_u : u \in D \} \) be the smallest of the bounds defined in (F3) for any utility function in the set \( D \). \( 0 < \hat{\varepsilon} < 1/2 \) holds true because there is at least one non-linear utility function in \( D \). Hence, there is an \( n\hat{\varepsilon} \in \mathbb{N} \) so that for all \( n \geq n\hat{\varepsilon} \) we have \( \varepsilon_n < \hat{\varepsilon} \). For all these \( \varepsilon_n \), due to (F3), \( D \subseteq U(\varepsilon_n; y) \). Thus from definition (27) follows that \( \mathcal{E}(D; y) \) is non-empty. Moreover, \( \mathcal{E}(D; y) \) is bounded by \( 0 \) and \( \hat{\varepsilon} < 1/2 \).

Hence, \( \sup \mathcal{E}(D; y) < 1/2 \) exists. Consequently, define the largest \( \varepsilon \), so that the set \( U(\varepsilon; y) \) contains the utility function of all relevant decision makers, i.e. \( \varepsilon_y^* \), by

\[
\varepsilon_y^* := \sup \mathcal{E}(D; y) \tag{28}
\]

With this definition we get the following result for intervals \([\underline{y} < \bar{y}] \subset [\underline{x} < \bar{x}]\) discussed in section 4.1

**Proposition 2** For \([\underline{y} < \bar{y}] \subset [\underline{x} < \bar{x}]\) define \( \varepsilon_x^* \) and \( \varepsilon_y^* \) by (28). Then \( \varepsilon_x^* \leq \varepsilon_y^* \).

**Proof:** Definitions (28) and (D1) yield \( D \subseteq U(\varepsilon_x^*; x) \subset U(\varepsilon_x^*; v) \). Hence, \( \varepsilon_x^* \in \mathcal{E}(D; v) \) and, therefore, \( \varepsilon_x^* \leq \sup \mathcal{E}(D; v) = \varepsilon_y^* \).

where \( \varepsilon = 0.5 \) iff the utility function is linear. Let \( D \subset U \) be the finite set of utility functions representing the relevant decision makers. To avoid a situation where the evaluation of the risky project based on expected values is sufficient, exclude the case of only risk neutral decision makers. Note that for risk neutral utility functions the bound defined in (F3) becomes \( e_u = 1/2 \). Further, let \( \mathcal{E}(D; y) \) denote the set of parameter values \( \varepsilon \) with \( D \subseteq U(\varepsilon; y) \):

\[
\mathcal{E}(D; y) = \{ \varepsilon : 0 < \varepsilon < 1/2, D \subseteq U(\varepsilon; y) \} \tag{27}
\]

**Lemma 1** \( \mathcal{E}(D; y) \) is a non-empty set and bounded from above by \( \hat{\varepsilon} < 1/2 \).

**Proof:** Let \( \{ \varepsilon_n, n \in \mathbb{N} \} \), \( 0 < \varepsilon_n < 1/2 \), be a sequence of numbers with \( \lim_{n \to \infty} \varepsilon_n = 0 \). Due to (F2) \([U(\varepsilon_n; y), n \in \mathbb{N}]\) is a non-decreasing sequence of sets. Now let \( \hat{\varepsilon} = \min \{ e_u : u \in D \} \) be the smallest of the bounds defined in (F3) for any utility function in the set \( D \). \( 0 < \hat{\varepsilon} < 1/2 \) holds true because there is at least one non-linear utility function in \( D \). Hence, there is an \( n\hat{\varepsilon} \in \mathbb{N} \) so that for all \( n \geq n\hat{\varepsilon} \) we have \( \varepsilon_n < \hat{\varepsilon} \). For all these \( \varepsilon_n \), due to (F3), \( D \subseteq U(\varepsilon_n; y) \). Thus from definition (27) follows that \( \mathcal{E}(D; y) \) is non-empty. Moreover, \( \mathcal{E}(D; y) \) is bounded by \( 0 \) and \( \hat{\varepsilon} < 1/2 \).

Hence, \( \sup \mathcal{E}(D; y) < 1/2 \) exists. Consequently, define the largest \( \varepsilon \), so that the set \( U(\varepsilon; y) \) contains the utility function of all relevant decision makers, i.e. \( \varepsilon_y^* \), by

\[
\varepsilon_y^* := \sup \mathcal{E}(D; y) \tag{28}
\]

With this definition we get the following result for intervals \([\underline{y} < \bar{y}] \subset [\underline{x} < \bar{x}]\) discussed in section 4.1

**Proposition 2** For \([\underline{y} < \bar{y}] \subset [\underline{x} < \bar{x}]\) define \( \varepsilon_x^* \) and \( \varepsilon_y^* \) by (28). Then \( \varepsilon_x^* \leq \varepsilon_y^* \).

**Proof:** Definitions (28) and (D1) yield \( D \subseteq U(\varepsilon_x^*; x) \subset U(\varepsilon_x^*; v) \). Hence, \( \varepsilon_x^* \in \mathcal{E}(D; v) \) and, therefore, \( \varepsilon_x^* \leq \sup \mathcal{E}(D; v) = \varepsilon_y^* \).
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