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1 Introduction and Summary

1.1 Survey sampling: Origins, basic concepts and new

challenges

In 1934, Neyman published an article that laid the foundation of survey research

as commonly practiced to this day. His article “On the two different aspects of

the representative method: The method of stratified sampling and the method of

purposive selection” (Neyman, 1934) established probability sampling. In the arti-

cle, Neyman combined the concepts of survey design and statistical inference (Smith,

1976) by introducing a new statistical inference theory, inference based on confidence

intervals (Neyman, 1934). Confidence intervals are intervals in which the values of

the estimated population parameters, such as the mean or proportion, are likely to

fall. Further, they provide a measure of the uncertainty associated with the estimate

(Neyman, 1934). In his article, Neyman (1934) elaborates that confidence intervals

would produce reliable inference when applied to repeated samples obtained through

the random sampling method, that is selecting elements from the target population

at random with known probabilities of selection for each element of the target popu-

lation (Neyman, 1934; Smith, 1976). This idea paves the path of probability-based
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sampling. Brick (2011) refers to the article as “paradigm-changing” (Brick, 2011,

p. 874). Smith (1976) describes his work as “the Neyman revolution” (Smith, 1976,

p.184). It provided a framework for estimating population values based on survey

samples. In other words, the idea Neyman published in 1934 ultimately allowed

us to estimate the prevalence characteristics in populations of millions of people by

surveying only a few hundred or thousands – as long as the sample is randomly

drawn. With this, random sampling became the generally accepted framework in

survey sampling (Smith, 1976; Groves et al., 2009; Brick, 2011; Bethlehem, 2016).

Although widely considered the standard framework in survey sampling (Groves

et al., 2009; Brick, 2011), certain developments nowadays confront probability sam-

pling with new challenges, namely decreasing response rates, increasing survey costs,

and the prevalence of the Internet that make the application of probability sam-

pling difficult (Couper, 2000; Brick, 2011; Callegaro et al., 2014; Bethlehem, 2016;

Couper, 2017). Next to these challenges, we can observe an increasing usage of

sampling approaches not based on randomization in survey practice (Baker et al.,

2010). Altogether, these approaches are summarized under “nonprobability sam-

pling”. The classification of these alternative sampling methods as nonprobability

sampling implies that they are not based on the probability selection of respondents.

This terminology does not represent a new conceptualization of survey sampling but

rather indicates a deviation from probability sampling. It can be interpreted as an

indication of the paradigm of probability sampling in survey research, as it clarifies

that nonprobability sampling approaches are judged by probability sampling.

One particular type of nonprobability sampling, self-selection samples recruited from

online panels, is most prevalent in survey research nowadays (Baker et al., 2010; Cor-

nesse et al., 2020). Here, instead of being randomly selected, respondents volunteer

2



Chapter 1

to participate in surveys by registering on an Internet platform (Marsden and Wright,

2010). These samples allow survey data collection to be fast, easy, and cheap. How-

ever, as they are not based on a random selection, they do not fit the framework of

probability sampling, and a widely accepted statistical theory that allows for drawing

inference is missing (Cornesse et al., 2020).

These developments - the thread to probability sampling on the one and the in-

creasing usage of nonprobability sampling approaches on the other hand – led to

a coexistence of probability and nonprobability survey sampling in survey practice

nowadays and led to one fundamental question regarding the future of survey sam-

pling: Are we witnessing a framework shift? (Brick, 2011). Given the coexistence of

probability and nonprobability sampling in recent survey research and survey sam-

pling´s vague future, this dissertation places emphasis on exploring possibilities that

address the limitations of both probability and nonprobability sampling approaches.

Its aim is to provide insights and contributions that can inform the development of

both, probability and nonprobability survey sampling methods.

In this chapter, I will will briefly introduce the concepts of probability and nonprob-

ability sampling. Further, I will outline current developments in survey sampling

and discuss the advantages and disadvantages of probability and nonprobability ap-

proaches.

1.1.1 The basic concept of probability sampling

Probability samples are based on randomization theory. The basic assumption of

randomization theory is that units are randomly selected with known probabilities

3
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from finite populations (Kish, 1995). For this purpose, a sampling frame is a sufficient

ingredient to identify and allow access to the target population’s elements (Wright

and Tsao, 1983; Couper, 2000), e.g., all residential registered addresses. Combined

with the concept of confidence intervals introduced by Neyman (Neyman, 1934),

this random selection allows for drawing inferences on populations without any ad-

ditional assumptions on the distribution of variables in the population (Neyman,

1934; Smith, 1976). Therefore, probability sampling is also called a “design-based

approach” (Dumelle et al., 2022). If - and only if - selection probabilities for all units

in the target population are positive and known, we can accurately estimate parame-

ters in the target population from surveys based on probability samples (Bethlehem,

2016). Further, randomization theory not only allows for precisely estimating param-

eters in the target population, but it also allows to conclude on possible biases in data

collected based on probability samples. As researchers are aware of the whole selec-

tion process of individuals from the target population in the sample, they can model

the different steps of the dropout of respondents from the sample. With this, it is

possible to distinguish between possible sources of error introduced by the sampling

process and offer the possibility to describe biases in the sample accurately1.

1.1.2 The basic concept of nonprobability sampling

For nonprobability samples, we cannot apply randomization theory. Here, re-

searchers are not aware of the sampling process. Instead, individuals self-select

into samples rather than being randomly selected. If, as is a widely used approach,

1For a detailed description of how, e.g., nonresponse bias can be calculated based on a probability
sample, see Bethlehem (2016).

4



Chapter 1

respondents are recruited from opt-in online panels, three main factors influence the

self-selection of respondents into samples:

1. Respondents must possess the necessary resources to respond to the survey.

As self-selected samples are mainly based on opt-in online panels and surveys

based on such samples are conducted online, in practice, respondents need to

have access to and actively use the Internet.

2. Possible respondents need to be aware of the survey, which implements they

have seen an advertisement for participating in a survey, e.g., on an Internet

platform.

3. Respondents must decide to participate in the survey (Bethlehem, 2016).

With these three factors influencing self-selection into samples, we cannot differenti-

ate whether units of the target population are missing in our sample because they do

not belong to the Internet population (coverage error), have not received our invita-

tion (sampling error), or do not want to participate in our survey (nonresponse error)

(Brick, 2011; Ansolabehere and Rivers, 2013; Bethlehem, 2016; Kohler et al., 2019;

Cornesse et al., 2020). Therefore, we can hardly estimate any participation proba-

bilities for respondents and researchers need to rely on distributional assumptions

of variables in the target population to apply statistical inference to data derived

from nonprobability samples. Therefore, sampling methods not based on random-

ization theory are also known as “model-based approaches” (Dumelle et al., 2022).

Although several research approaches investigate how models that allow to apply

inferential statistics to nonprobability samples and derive precise estimates for pa-

rameters in the target population based in such samples (Loosveldt and Sonck, 2008;

Valliant and Dever, 2011; Ghitza and Gelman, 2013b; Wang et al., 2015; Trangucci
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et al., 2018; Kennedy and Gelman, 2021), there is no generally accepted statistical

theory justifying the usage of nonprobability samples to apply inferences on general

populations (Mercer et al., 2017; Cornesse et al., 2020) 2.

To summarize, from a theoretical perspective, probability sampling comes with the

benefit of a generally accepted theoretical foundation: randomization theory. This

theory allows for (1) applying statistical inference without any additional distribu-

tional assumptions about variables in the target population and (2) precisely estimat-

ing possible biases in the realized sample. Nonprobability samples, on the contrary,

lack this generally accepted theoretical foundation. Due to its basis in self-selection,

additional assumptions on the distribution of variables in the target population are

needed to enable the application of inferential statistics and to describe biases in

surveys based on nonprobability samples precisely.

1.1.3 Current developments in survey research: Challenges and

chances for survey sampling

One might expect social scientists to value probability sampling over nonprobability

sampling due to its superior theoretical foundation. However, in survey practice,

nonprobability sampling is gaining ground. More and more scholars rely on nonprob-

ability samples when conducting surveys (Callegaro et al., 2014). The popularity

of nonprobability sampling can be attributed to rapid societal developments in the

2For example, Elliott and Valliant (2017) introduce the concepts of quasi-randomization and super-
population modeling to allow the application of inferential statistics to nonprobability samples.
While in quasi-randomization, the inclusion probabilities for every unit of the target population
in the sample are modeled (Elliott and Valliant, 2017), in superpopulation modeling, the vari-
able of interest collected with survey data based on nonprobability samples is modeled (Elliott
and Valliant, 2017).
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last decades affecting survey research, and also pose new challenges to probability

sampling.

Table 1.1 gives an overview of the benefits and disbenefits of probability and non-

probability sampling in survey research.

Table 1.1: Comparison of probability and nonprobability sampling
Probability

sampling

Nonprobability

sampling

Selection Random sample Self-selection

Statistical theory Random theory No widely accepted theory

Costs High Low

Applicability to Web surveys Difficult Easy

Especially the significant shift in communication methods among people, brought

about by the prevalence of the Internet and other technological advancements such

as smartphones, has led to a surge in survey sampling research. Accompanying this

development is an increasing usage of Web surveys in survey research (Couper, 2000;

Brick, 2011). By now, collecting survey data on the Web has, in terms of the to-

tal number of conducted surveys, outperformed other survey modes (Daikeler et al.,

2020). The COVID-19 pandemic has accelerated this trend, as conducting personal

interviews was impossible during the crisis phase. Consequently, Web surveys have

partially replaced traditional data collection methods, such as face-to-face or tele-

phone surveys (Biffignandi and Bethlehem, 2021). This change in commonly applied

data collection methods poses a big challenge for probability sampling and questions

its position as a commonly applied framework for sample selection in survey research.

The main difficulty in applying probability sampling to Web surveys is the absence

7
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of an adequate sampling frame to directly sample individuals on the Web for general

population surveys. For Web surveys, a possible frame could, for example, be a list

of e-mail addresses for all members of the target population (Couper, 2000). While

lists of e-mail addresses are available for particular sub-populations, such as students

of a specific University, there is no such frame available for general population sur-

veys (Couper, 2000; Brick, 2011; Bethlehem, 2016). Instead, researchers need to rely

on other modes to invite people to Web surveys, such as sending postal invitation

letters with an included link to access the Web survey or phone calls to request

e-mail addresses for sending invitations. With this, applying probability sampling

methods for Web surveys, an increasingly utilized mode of data collection, becomes

difficult.

Decreasing response rates pose further challenges to using probability sampling

(Baker et al., 2010; Couper, 2017). Fewer and fewer people participate in surveys

(Leeper, 2019). Some researchers also worry that low response rates could amplify

nonresponse bias (Callegaro et al., 2014; Couper, 2017). Empirical evidence needs

to be clarified about the consequences of decreasing response rates for nonresponse

bias (Groves, 2006; Groves and Peytcheva, 2008; Wagner, 2012). Instead, it matters

more whether nonresponse is systematic or random. In other words, nonresponse

introduces bias when survey participation is correlated with target variables. It does

not introduce bias when participation is uncorrelated with target variables (Groves,

2006; Groves and Peytcheva, 2008; Wagner, 2012). Nonetheless, some researchers

criticize the applicability of inferential statistical methods in probability sampling

due to decreasing response rates, which led to a challenge to the dominant position

of probability sampling as the main framework of survey sampling (Brick, 2011).

However, even though lower response rates undermine the quality of the survey

8
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responses, they still increase the overall survey costs. The decrease in response

rates has made fieldwork more challenging and labor-intensive. When only a few

individuals are willing to participate, direct interventions during fieldwork are needed

to ensure accuracy and completeness (Stoop, 2005; Wolf et al., 2021) and these efforts

raise costs (Wolf et al., 2021). As researchers are usually facing cost constraints in

the survey design (Groves, 2004), the need for cost-effective alternatives in survey

sampling is growing stronger with increasing survey costs.

Altogether, technological innovations, decreasing response rates, and increasing sur-

vey costs challenge the status of probability sampling as the standard framework

in survey sampling. These challenges provide a fertile ground for the spread of al-

ternative approaches. Nonprobability sampling may address these challenges: Non-

probability sampling allows for exploiting new technologies. This sampling method

can be easily applied to Web surveys. Recruited chiefly from online opt-in panels,

respondents can be directly invited to participate in a survey on the Web (Baker

et al., 2010; Couper, 2017). Further, the main advantage of nonprobability sam-

ples is their cost-effectiveness. Compared to probability sample surveys, conducting

surveys based on such samples is cheap and easy to implement (Baker et al., 2010;

Couper, 2017).

However, the primary drawback of nonprobability sampling, and more specifically

sampling respondents from opt-in online panels, is the absence of a solid theoretical

foundation to support its use, as no widely accepted statistical theory allows for

applying inferential statistics to nonprobability samples (Brick, 2011; Kohler et al.,

2019; Cornesse et al., 2020). This lack of theoretical foundation may be why the

usage of nonprobability sampling to draw reliable conclusions on populations is, in

9
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survey research, perceived to be critical and not generally recommended (Baker et al.,

2010; Cornesse et al., 2020).

So, the current probability sampling faces a variety of challenges: The lacking of a

frame to directly sample individuals on the Web, decreasing response rates, increasing

survey costs, and increased usage of nonprobability samples in survey practices. All

of this raises the question of what the future of survey sampling may look like. Will

probability sampling remain the standard of survey sampling against which other

sampling methods are judged? The past of survey sampling may give us a glimpse

into its future. A recent review of the last fifty years of survey sampling (Brick, 2011)

identified two main factors that facilitated or hampered change to survey sampling:

cost and statistical theory. They summarize:

“… [C]ost has emerged as the primary agent for changes in sampling

methods, even if these have largely been incremental changes. Statistical

theory has seldom, if ever, been the leading agent of change. But statis-

tical theory has been essential to supporting new developments. When

statistical theory for a sampling method does not garner widespread ac-

ceptance for that methodology, then the sampling method is not likely

to be accepted across disciplines and applications” (Brick, 2011, p. 879).

In other words, this quote suggests that cost is often the main factor driving changes

in sampling methods. However, statistical theory plays a crucial role in supporting

and legitimizing these changes. Without a widely accepted statistical theory that

supports the inference drawn from survey sampling, change in survey sampling may

be prevented.
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Transferring these two factors to the question of the future of survey sampling, we

see the clear advantage of nonprobability sampling regarding survey costs. However,

as nonprobability sampling lacks a widely accepted theoretical theory supporting its

application, this does not indicate a fundamental change in survey sampling. Brick

(2011) conclude that, although we can be sure that change in survey sampling will

happen, we have much less certainty regarding the direction the future will take.

Concerning the standard of probability sampling as the general accepted framework

in survey sampling and the role nonprobability sampling may play, he concludes:

“Data collection cost is going to continue to force samplers to exam-

ine how they can take advantage of cheaper methods of data collection.

A statistical theory that supports collecting observations from the Web

from a nonprobability sample is an indispensible ingredient if we are to

achieve this much-sought goal. An unresolved question is whether this

goal can be accomplished within design-based probability sampling the-

ory. If it is possible, then it is likely that sampling will be invigorated

with many new applications and extensions. If not, two outcomes seem

realistic: (1) a new paradigm could be introduced that accommodates

Web surveys and this theory becomes generally accepted, replacing or

supplementing design-based probability sampling; (2) collection of data

from volunteers on the Web will be restricted to specific disciplines or

applications because of the weak theoretical basis” (Brick, 2011, p. 811).

With these current developments in survey sampling and the assessment of Brick

(2011) regarding a possible framework shift from probability to nonprobability sam-

pling, the future of survey sampling mainly depends on finding a statistical theory
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that allows drawing inferences for data obtained from the Web. Whether this the-

ory fits in the framework of probability sampling or represents it, a new framework

remains, by now, open. By now, we can observe a coexistence of probability and

nonprobability sampling in survey practice, with both approaches having specific

advantages and disadvantages. With this coexistence, we need to (1) explore new

ways in how we can adopt probability sampling approaches for Web surveys and

reduce their survey costs and survey errors and (2) find ways to make nonprobability

sampling approaches more suitable for drawing inferences about populations. This

is the aim of this dissertation.

1.2 Why this dissertation?

In the first part of this introductory chapter, I introduced the basic concept of prob-

ability and nonprobability sampling. Subsequently, I outlined current developments

in survey research that led to a co-existence of these survey sampling approaches in

survey practice, featuring some benefits and disadvantages. This dualism illustrates

the need for methodological research to address the unresolved issues surrounding

the usability of both probability and nonprobability sampling. This dissertation aims

to solve the challenges faced by both sampling techniques. In the following, I will

position my dissertation within the dual framework of probability and nonprobability

sampling and explain its scientific merit. Table 1.2 classifies the issues addressed in

this dissertation in the dual framework of probability and nonprobability sampling.

Chapter 2 compares four survey benchmark statistics to answer whether differences

associated with different sampling approaches can also be found in empirical analysis
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Table 1.2: Research areas this dissertation contributes to in the dual framework of
probability and nonprobability sampling

Probability
sampling

Nonprobability
sampling

Selection Chapter 2 Chapter 2 and 4
Statistical theory Chapter 4
Costs Chapter 3
Applicability to Web surveys Chapter 3

based on data derived from different survey samples. The surveys I compare differ in

mode and sampling: a probability face-to-face survey, a probability self-administered

mixed-mode survey, a telephone-recruited nonprobability online survey, and a Web-

recruited nonprobability survey. With this approach, this study allows drawing at-

tention to the mode compatibility of probability and nonprobability samples. While

probability samples are suitable for different modes of data collection, such as face-

to-face, telephone, and mixed-mode surveys but lack applicability to directly sample

respondents from the Web, surveys based on such samples are traditionally con-

ducted in different modes. Nonprobability samples, however, are primarily used for

Web surveys. With this, the decision for or against a sampling approach also has

particular implications for the data collection mode. By comparing four surveys that

differ in survey sampling and mode, the current study allows us to collectively ana-

lyze different sources of error and investigate to what extent the results of analyses

differ between surveys conducted in different modes and based on different samples.

Moreover, while comparing various survey types, I contrast surveys that vary in their

survey mode and sampling method and their associated costs. As discussed in Chap-

ter 1.1., survey costs represent a crucial aspect to consider when establishing a survey

design, in addition to potential sources of error. Given the budgetary limitations re-

searchers often face while conducting a scientific survey (Groves, 2004), survey costs
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significantly determine the data collection approach (Groves, 2004; Brick, 2011). I

compare the four surveys in terms of the estimation of benchmark statistics that

refer to voting behavior. Further, I also compare distributions in over 80 variables

covering measures of political attitudes and behavior. Lastly, I look at differences

in the results of multivariate analyses using a multimodel approach with turnout as

the dependent variable. With this approach, I can quantify the comparability of the

four surveys and include different theoretical explanations of voting behavior in this

comparison.

Chapters 3 and 4 address the deficiencies of probability and nonprobability sampling

introduced in Chapter 1.1. In these two chapters, the focus lies on a methodological

contribution aimed at resolving issues related to either probability or nonprobability

sampling.

Chapter 3 focuses on probability sampling 3. With this chapter, I aim to contribute

to resolving two issues that probability sampling faces today. First, saving survey

costs and second, presenting a method to recruit respondents for Web surveys quickly.

Here, I explore the feasibility of a probability sampling approach for surveying people

directly via smartphones. For this aim, I conducted a case study in Germany. I

recruited respondents from a mobile random digit dialing sample via text messages

with a Web survey link. This approach shows a new possibility to combine invitation

and data collection on one device - the smartphone.

Chapter 4 focuses on nonprobability sampling 4. It aims to tackle two issues that are

associated with nonprobability sampling. First, it addresses bias introduced by the

3The study was conducted with Matthias Sand and has already been published in JSSAM (see
Bucher and Sand (2022)).

4The study was conducted with Joss Roßmann.
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self-selection of respondents. Second, it also contributes to elaborating approaches

to draw inferences based on nonprobability sampling within the framework of model-

based approaches. In this chapter, I focus on enhancing model-based adjustments

of nonprobability surveys and propose a selection strategy of adjustment variables

that accounts for high correlations of adjustment variables with survey participation

and survey questions. Further, I outline the need for empirical examinations on

whether the underlying assumptions hold before running post-survey adjustment

models. With this, this study contributes to the ongoing discussion on the usability

of nonprobability sampling for survey research.

To summarize, the goal of this dissertation s is twofold: (1) To investigate whether

disparities related to probability and nonprobability sampling methods can also be

identified in empirical analyses that utilize data from different survey samples; (2)

To contribute to the methodological enhancement of both, probability and nonprob-

ability sampling.

1.3 Extended summary of chapters

The subsequent sections provide a detailed overview of each primary chapter, along

with an extended summary.
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1.3.1 Would electoral research show different findings if we

replaced probability face-to-face surveys with cheaper

alternatives of data collection?

Chapter two compares four surveys that vary in mode and sampling. The analy-

sis focuses on estimating benchmark statistics, distribution patterns across over 80

variables related to political attitudes and behavior, and variations in the results

of multivariate analyses. The analyses replicate around 30 studies with individual-

level voter turnout as the dependent variable. This approach allows for quantifying

the differences in the data results from the four surveys. With this, the present

study contributes knowledge on the impact of using survey data collected in differ-

ent modes and based on different sampling approaches for analyzing individual-level

voter turnout.

The data utilized comes from the German Longitudinal Election Study (GLES).

I combine data from a probability face-to-face survey (GLES, 2019a), data from

a nonprobability online survey recruited via telephone panel (GLES, 2019b), data

from a probability self-administered mixed-mode survey (GLES, 2022a), and data

from a nonprobability online survey recruited via Web advertisement (GLES, 2022b).

Whereas data for the first two surveys were collected before the 2017 German Federal

Election, data for the latter were collected before the 2021 German Federal Election.

This design allows me to compare surveys based on different samples in terms of their

accuracy of point estimates. I will compare only the two surveys with overlapping

field periods for uni- and multivariate analysis. However, I also will compare the

relative differences between the two surveys across all surveys.
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I employ three distinct analytical methods. First, I compare the four surveys in terms

of the accuracy of the estimates of external population benchmarks. As a benchmark,

I use the official voting statistics for the 2017/2021 German Federal Election. I use

survey data weighted with the adjustment weights provided by GLES to calculate

point estimates and 95 percent confidence intervals. I calculate the absolute relative

bias of each survey that tells about the average difference between the estimates

in the surveys and the actual outcome of the election. Second, I investigate differ-

ences between variables for which no external benchmarks are available. I compare

a set of 89 variables for the 2017 data and 83 for the 2021 data consisting of so-

ciodemographic characteristics, political attitudes, and political behavior. Third, I

examine the differences between the surveys in multivariate analyses through a mul-

timodel comparison. For this purpose, I replicate models with individual-level voter

turnout as the dependent variable. Models for replication were selected based on

a meta-analysis of individual-level voter turnout conducted by Smets and van Ham

(2013). To investigate whether the results of the multivariate analyses differ between

the surveys, I first compare whether the calculated models differ in their accuracy

by comparing whether the predicted values of models coincide with the observed

outcome. For this purpose, I use receiver operator statistics (ROC) as a statistical

measure. Further, I calculate average marginal effects (AMEs) for all regression mod-

els to compare results from the surveys in terms of the associations of variables in

multivariate models. I investigate whether the AMEs of the calculated models differ

substantially between the surveys.

The findings reveal several vital observations: 1. My analysis consistently demon-

strates that the probability face-to-face survey is the most accurate regarding point

estimates, indicating that survey sampling and survey mode affect the accuracy of
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point estimates. 2. Significant differences exist between the probability and non-

probability surveys concerning the distributions of various variables. 3. The results

suggest that collecting data via surveys with varying modes and sampling leads to

different outcomes across multiple regression models and variable associations.

However, the study only compares two surveys in each instance, thus not enabling

definitive conclusions regarding their relative performance. Nonetheless, the findings

consistently demonstrate that both sampling and mode are influential in this regard.

As a result, this chapter provides insights into how survey sampling and mode deci-

sions affect results derived from different surveys. It further examines that decisions

on the survey design concerning survey mode and survey sampling have far-reaching

implications for concluding the drivers of individual-level voter turnout and voting

behavior.

1.3.2 Exploring the feasibility of recruiting respondents and

collecting Web data via smartphone: A case study of

text-to-Web recruitment for a general population survey in

Germany5.

The third chapter of this dissertation sets up an innovative approach to survey people

directly on their smartphones. The widespread use of smartphones has revolutionized

how we communicate and access the Internet, making it an ideal platform for survey

research. With most of the population now reachable via smartphones, combining

5The study was conducted with Matthias Sand and has already been published in JSSAM (see
Bucher and Sand (2022)).
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text messages for recruitment and direct surveying via smartphone presents new

possibilities for survey research. This approach was investigated in a case study

conducted in Germany in November 2018. The text-to-Web approach we used in this

study can be described in three steps: First, randomly sampling German cellphones

via Random Digit Dialing (RDD) and second, sending invitation text messages to

the generated numbers with the link to the Web survey and third, data collection.

A central finding of our study is that recruiting respondents for Web surveys via

text messaging to smartphones is feasible. However, this approach is hampered by

numerous issues relating to its implementation and the resulting data. Although

RDD mobile sampling is easy and quick to implement, it may introduce biases due

to the exclusion of certain network providers and limitations in generating a random

sample of only smartphone numbers. Text message invitations are fast and relatively

cheap. Nevertheless, the high rate of undelivered messages and low willingness to

participate may impact data quality. The article suggests that further research is

needed to address these challenges and experiment with different invitation designs

and content to increase participation. Still, our study is the first to explore and

demonstrate the different stages of conducting a text-to-Web survey combined with

mobile RDD sampling. We have provided a basis for future research in this area by

highlighting the various steps and potential challenges.
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1.3.3 Enhancing model-based adjustments of nonprobability

surveys: Selecting auxiliary variables based on theoretical

assumptions about their association with survey

participation and variables of interest6.

Chapter four proposes a selection strategy of adjustment variables that accounts

for high correlations of adjustment variables with survey participation and survey

questions. This chapter further shows how it can be empirically checked whether the

calculated post-survey adjustment with the selected variables can reduce selection

bias in nonprobability surveys. This endeavor results in a six-step approach that

survey researchers can quickly implement.

To empirically demonstrate our approach, we conducted two case studies: In both

studies, we conducted surveys on political attitudes and behavior in Germany based

on a nonprobability sample from a German opt-in online panel. We applied the

six-step approach in both studies to select influential adjustment variables. To inves-

tigate whether the adjustment based on the theoretically selected variables helps in

reducing bias in our surveys, we compared estimates for the outcome of two elections

in Germany from (1) unadjusted survey data, (2) survey data adjusted with stan-

dard socio-demographic weights, and (3) survey data adjusted with the enhanced,

theory-based weights.

Although promising in theory, we saw that the approach did not perform as de-

sired concerning reducing bias in estimates obtained from the nonprobability survey

data in both cases. Our results consistently showed that adjusting the data from

6The study was conducted with Joss Roßmann.
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nonprobability online surveys with enhanced, theory-based weights did not substan-

tively reduce selection biases in estimates. For both studies, we assume a reasonable

explanation for the poor performance of the post-survey adjustment based on the the-

oretically informed selection of covariates in the weak correlations of these variables

with (1) survey participation and (2) political attitudes and behavior.

Moreover, adjusting the data with standard socio-demographic weights amplifies

the absolute relative bias in estimates of voting behavior. We take this finding

as a warning that misspecification in adjustment models can exacerbate biases in

estimates and lead to erroneous conclusions.
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2 Would Electoral Resarch Show

Different Findings if we Replaced

Probability Face-to-Face Surveys

with Cheaper Alternatives of Data

Collection?

Abstract

In this paper, I compare four surveys that differ in mode and sampling by the Ger-

man Longitudinal Election Study (GLES), namely a probability face-to-face survey,

a probability self-administered mixed mode survey, a nonprobability online survey

recruited via telephone interviews and a nonprobability online survey recruited via

Web advertisement in terms of estimation of benchmark statistics; distributions in

over 80 variables covering measures of political attitudes and behavior; and differ-

ences in results of multivariate analyses replicating ~30 studies with individual-level
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voter turnout as the dependent variable. The probability face-to-face survey per-

forms best in estimating characteristics with external benchmarks. Further, I found

substantial differences in uni-and multivariate analysis between the surveys. Thus,

switching from a probability face-to-face survey to another mode and/or sample for

data collection affects empirical findings on individual-level voter turnout and the

conclusions drawn therefrom.

2.1 Introduction

National election studies are characterized by methodological diversity. They are

conducted in a telephone-, face-to-face-, or, more recently, online mode. However,

face-to-face surveys based on a random selection of individuals in a population - also

known as probability-based personal surveys - are still considered the gold standard

in survey research (Baker et al., 2010; Callegaro et al., 2014; Cornesse et al., 2020).

They are conducted in national election studies across a wide range of countries,

for example, in the American National Election Studies (ANES, 2017), the British

Election Study (Fieldhouse et al., 2022), and the German Longitudinal Election

Study (GLES, 2019a).

However, due to decreasing response rates and increasing survey costs, collecting sur-

vey data via personal interviews based on probability samples becomes increasingly

challenging. The COVID-19 pandemic compounded this problem, as conducting per-

sonal interviews was impossible during the crisis phase. Therefore, many national

election studies have recently changed their data collection strategies by first, switch-

ing from a face-to-face mode to self-administered modes of data collection such as
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online and mail surveys (ANES, 2021; GLES, 2022a) and second, started comple-

ment their data collection strategies with nonprobability surveys (Sanders et al.,

2007; Dassonneville et al., 2018; Wagner et al., 2018; GLES, 2019b).

The main benefit of these approaches is that they reduce costs of data collection.

However, the discussion is ongoing as to whether changes in survey design, such

as shifting from face-to-face to self-administered modes (de Leeuw, 2010) or from

probability to nonprobability sampling, comes at the price of non-ignorable biases in

estimating variables of interest (Baker et al., 2010; Callegaro et al., 2014; Cornesse

et al., 2020). The current study aims to investigate whether electoral research would

show different findings if we replaced probability face-to-face surveys with cheaper

data collection approaches.

In this study, I focus on voter turnout. For this aim, I compare four different surveys

from the German Longitudinal Election Study (GLES), differing in survey mode

and sampling, as well as ranging from expensive to cheap in total data collection

costs, regarding differences in accuracy of point estimates, as well as variables that

are commonly applied to study voting turnout. I use data from a probability face-

to-face survey, a probability self-administered mixed mode survey, and two different

nonprobability online surveys - one that recruited participants via telephone, and one

that recruited participants via advertisement on the Internet. With this approach,

the current study allows to collectively analyze different sources of error, namely

survey sampling and survey mode and investigate to what extent results of analyses

of individual-level voter turnout differ between surveys conducted in different modes

and based on different samples.

Further, I use three different analytical approaches with different statistical measures
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to compare a large set of variables commonly used to study voting turnout that

reflect several broad theoretical models of individual-level voter turnout (Smets and

van Ham, 2013). This allows for quantifying the differences in the results of data

from the four surveys. With this approach, the present study makes an important

contribution to knowledge on the impact of using survey data collected in different

modes and based on different sampling approaches for the analysis of individual-level

voter turnout.

The results show, first, that the probability face-to-face survey performs best in terms

of the accuracy of estimates for population parameters. Second, there are substan-

tial differences in the distributions of most variables for which no benchmark data

are available between the probability and the nonprobability surveys. Third, many

of the associations between variables differ in their significance and their direction.

However, I find no conclusive evidence that the type of survey affects the goodness

of fit of multivariate models.

2.2 Background

As different potential sources of error are mixed when comparing data collected using

probability face-to-face surveys, probability self-administered mixed mode surveys,

and nonprobability online surveys, this may lead to differing estimates. These po-

tential sources of error are survey sampling and survey mode.
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2.2.1 Survey sampling

2.2.1.1 Survey sampling in probability surveys

Probability surveys have in common that their samples are drawn by randomly select-

ing units from a finite population (Kish, 1995; Bethlehem, 2009; Groves et al., 2009;

Ansolabehere and Rivers, 2013). Thus, the probability of receiving an invitation to

participate in the survey can be determined for every member of the target popu-

lation. Therefore, it is possible to apply inferential statistics and draw conclusions

regarding possible biases in the estimates. From a theoretical point of view, proba-

bility surveys are thus suitable for making inferences about general populations. As

they are based on randomization theory, they are also referred to as “design-based

approaches” (Dumelle et al., 2022).

However, probability surveys have potential sources of bias1, the most significant of

which is that the likelihood of the selected units responding to the survey cannot be

controlled (Kish, 1995; Bethlehem, 2009, 2016). Nonresponse is therefore the main

source of potential bias in probability surveys (Groves, 2006; Groves and Peytcheva,

2008; Bethlehem, 2009; Groves et al., 2009; Bethlehem, 2016). As nonresponse in

probability surveys has been steadily increasing in recent years (Callegaro et al., 2014;

Couper et al., 2017), the risk of nonresponse bias is also increasing.

However, studies investigating the relationship between decreasing response rates and

nonresponse bias indicate that increasing nonresponse contributes only to a limited

extent to an increase in nonresponse bias (Groves, 2006; Groves and Peytcheva, 2008;

Wagner, 2012). What matters is not so much the presence of nonresponse, but rather

1For a useful summary of potential sources of bias, see Biemer (2010).
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whether it is systematic - that is, correlated with the target variables - or random

- that is, independent of these variables (Groves, 2006; Groves and Peytcheva, 2008;

Wagner, 2012). Further, current findings suggest that in most probability surveys,

bias caused by nonresponse is not sufficiently large to render inferential statistical

methods inapplicable (Groves, 2006; Groves and Peytcheva, 2008; Wagner, 2012).

Thus, probability surveys are still considered the gold standard in survey research

(Baker et al., 2010; Callegaro et al., 2014; Cornesse et al., 2020).

2.2.1.2 Nonprobability surveys

The main criticism of nonprobability surveys relates to the generalizability of their

findings to general populations (Baker et al., 2010; Callegaro et al., 2014; Cornesse

et al., 2020). This criticism is because randomization theory is not applicable to non-

probability surveys (Brick, 2011; Ansolabehere and Rivers, 2013; Bethlehem, 2016;

Cornesse et al., 2020), as the fundamental assumption of randomization theory -

namely, that one has a finite population from which to select a sample with known

probabilities for each population unit - does not hold (Ansolabehere and Rivers, 2013;

Bethlehem, 2016). Meeting this assumption constitutes the fundamental criterion for

applying inferential statistics to survey data, and thus for drawing conclusions about

populations on the one hand, and about possible biases in one’s estimates on the

other.

However, efforts have been made to develop models that allow inferences to be made

about general populations based on nonprobability samples (Loosveldt and Sonck,

2008; Valliant and Dever, 2011; Ghitza and Gelman, 2013a; Wang et al., 2015; Tran-

gucci et al., 2018; Kennedy and Gelman, 2021). Although recent research indicates
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that the aforementioned modeling approaches show promise in enhancing the gen-

eralizability of results of nonprobability surveys (Wang et al., 2015; Kennedy and

Gelman, 2021), other studies have found that they failed to minimize biases in esti-

mates (Loosveldt and Sonck, 2008; Schonlau et al., 2009; Valliant and Dever, 2011).

These mixed results can be attributed to the fact that their ability to reduce bias de-

pends greatly on influential covariates that are often unavailable or unknown (Park

et al., 2004; Schonlau et al., 2009; Valliant and Dever, 2011).

In summary, the advantage of nonprobability surveys is that they are considerably

less expensive than probability surveys. From a theoretical perspective, however,

probability surveys are preferable, especially when it comes to making inferences

about general populations.

2.2.2 Survey mode

2.2.2.1 Face-to-face surveys

Face-to-face surveys belong to the category of interviewer administered surveys. They

are characterized through an Interviewer visiting the respondent to conduct a survey.

With this approach, face-to-face surveys allow for conducting complex surveys that

take a long time to answer since the interviewer guides the respond through the

question program (Heerwegh and Loosveldt, 2008; Groves et al., 2009). Furthermore,

empirical studies show that conducting surveys face-to-face results in lower break-off

rates, a better sample balance, helps in reducing satisfying and generally improves

the cooperativeness of survey respondents compared to other survey modes, such as
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telephone surveys, or more recently, online surveys (Holbrook et al., 2003; Heerwegh

and Loosveldt, 2008; Neuman, 2012).

However, conducting surveys in the face-to-face mode as personal interviews results

in high costs for data collection. Especially during the last years that were character-

ized by low response rates, the costs per interview for face-to face surveys increased

(Neuman, 2012). The increase in costs is related to the efforts that must be made

by survey researchers to increase the willingness to participate in surveys, such as re-

contact individuals that did not respond to initial contacts or increase incentives for

hard-to-reach populations (Neuman, 2012; Wolf et al., 2021). Further, as most coun-

tries were affected by a global pandemic in the last two years, conducting personal

interviews was not applicable in many countries at this time.

Therefore, many surveys and with this also many national election studies shifted

the data collection modes from face-to-face surveys to self-administered surveys such

as mixed mode online and mail surveys (Wolf et al., 2021; GLES, 2022a), or online

only surveys (ANES, 2021).

2.2.2.2 Self-administered (online and mail) surveys

In self-administered mixed mode online and mail surveys, respondents can choose

whether they want to answer the questionnaire in an online, or a mail mode. With

combining these two kinds of survey mode, researchers want to ensure individuals

that do not or only occasionally use the Internet can participate in the survey. As

current research indicates that being reachable online correlates with specific charac-

teristics (Bandilla et al., 2009; Mohorko et al., 2013; Sterrett et al., 2017), the offer
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of the mail mode should prevent coverage error. Further, offering individuals mul-

tiple modes to conduct the survey may increase response rates in self-administered

surveys (Millar and Dillman, 2011).

While the popularity of self-administered surveys increased in recent years, shifting

from interviewer administered to self-administered data collection may influence the

response to questions (Dillman and Christian, 2005; Cernat and Sakshaug, 2020;

Olson et al., 2021a). The absence of an interviewer, as well as differences in the

presentation of questions in an online or mail questionnaire may activate other stimuli

when answering the question (Dillman and Christian, 2005; Gideon, 2012; Cernat and

Sakshaug, 2020; Olson et al., 2021a). Further, self-administered survey mode may

also result in selection effects, that means an influence of survey mode on sample

composition (Struminskaya et al., 2016).

However, compared to face-to-face surveys, self-administered mixed mode surveys

offer the potential to safe costs in data collection and with this allow to conduct a

larger number of interviews within the same budget than face-to-face surveys (Wolf

et al., 2021).

2.2.2.3 Online only surveys

Online only surveys belong to the category of self-administered surveys. Different to

self-administered mixed mode surveys, only individuals can take part in online only

surveys that use the Internet. With this, these surveys suffer from coverage error,

as non-Internet users are systematically excluded from participation (Bandilla et al.,

2009; Mohorko et al., 2013; Sterrett et al., 2017). The main benefit of online only
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surveys is that they are easy to implement and among the aforementioned modes

the cheapest data collection mode (Biffignandi and Bethlehem, 2021). Further, they

allow researchers a lot of flexibility in questionnaire design, as multimedia tools can

be embedded in the questionnaire (Biffignandi and Bethlehem, 2021).

In this study, I collectively analyze these different sources of error, and investigate

to what extent results analyzing individual-level voter turnout differ between dif-

ferent types of surveys, namely a probability face-to-face survey, a probability self-

administered mixed mode survey, and two nonprobability online surveys.

In this study I focus merely on survey error. However, when comparing different types

of surveys, I do not only compare surveys that differ in their survey mode and survey

sampling, but also in their survey costs. From a practical perspective an important

consideration when setting up a survey design, next to potential sources of error,

are survey costs. When conducting a scientific survey, researchers are often limited

by cost constraints (Groves, 2004). Therefore, survey costs are an important factor

when making decisions about data collection design (Groves, 2004; Brick, 2011). The

current study relates the possible sources of error to the cost of conducting a survey

and with this, allows a reflection of both, survey errors and costs.

2.3 Literature review

A growing body of literature investigates differences in empirical results between

different types of surveys in the field of electoral research (Berrens et al., 2003; Mal-

hotra and Krosnick, 2007; Sanders et al., 2007; Chang and Krosnick, 2009; Stephen-

son and Crete, 2011; Yeager et al., 2011; Ansolabehere and Schaffner, 2014; Bytzek
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and Bieber, 2016; Pasek, 2016; Breton et al., 2017; Dassonneville et al., 2018). For

the most part, these studies compare nonprobability online surveys with different

modes of probability surveys in terms of different statistical analyses. Thus, they

focus merely on sampling-related differences in estimates. Three different analy-

sis strategies can be identified in these studies: comparison of (1) the accuracy of

point estimates by comparing the estimates of the samples with external population

benchmarks; (2) differences in distributions and means of attitudinal and behavioral

variables; and (3) differences in associations of variables between surveys.

Regarding the accuracy of point estimates, previous studies mostly show that prob-

ability surveys perform substantially better than nonprobability surveys (Malhotra

and Krosnick, 2007; Chang and Krosnick, 2009; Stephenson and Crete, 2011; Yeager

et al., 2011; Ansolabehere and Schaffner, 2014; Bytzek and Bieber, 2016; Kennedy

et al., 2016; Dassonneville et al., 2018). Some studies suggest that nonprobability sur-

veys perform worse than probability surveys when estimating the results of elections

- especially party vote (Ansolabehere and Schaffner, 2014; Bytzek and Bieber, 2016;

Dassonneville et al., 2018). However, other studies show that probability surveys

do not consistently meet the valid population parameters with higher accuracy than

nonprobability surveys (Sanders et al., 2007; Pasek, 2016; Breton et al., 2017).

The evidence is mixed regarding distributions of attitudinal variables and variables

measuring political behavior. Some studies suggest that the means of political knowl-

edge and political interest are higher in nonprobability online surveys than in prob-

ability surveys (Berrens et al., 2003; Malhotra and Krosnick, 2007; Chang and Kros-

nick, 2009; Ansolabehere and Schaffner, 2014). Others have found differences be-

tween some variables without discovering substantial patterns (Sanders et al., 2007;

Stephenson and Crete, 2011; Yeager et al., 2011; Breton et al., 2017).
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Regarding associations between variables, most of the aforementioned studies suggest

that the type of survey sample and mode used for analysis does not have an impact

on the associations in general. However, some studies show that the strength of these

associations differs between probability and nonprobability surveys (Sanders et al.,

2007; Yeager et al., 2011; Pasek, 2016). For multivariate models, most of the studies

considered in this review show that conclusions drawn based on results achieved with

different surveys are comparable (Berrens et al., 2003; Sanders et al., 2007; Chang

and Krosnick, 2009; Stephenson and Crete, 2011; Yeager et al., 2011; Ansolabehere

and Schaffner, 2014; Bytzek and Bieber, 2016; Breton et al., 2017; Dassonneville

et al., 2018). However, one study on the effect of survey mode and sampling on in-

ferences about political attitudes and behavior (Malhotra and Krosnick, 2007) found

significant differences between surveys in multivariate analyses in some of the cal-

culated models. This led the authors to conclude that “researchers interested in

assuring the accuracy of their findings should rely on face-to-face surveys of proba-

bility samples rather than Internet samples of volunteer respondents” (Malhotra and

Krosnick, 2007, p. 286).

As this literature review shows, previous studies have yielded mixed results regard-

ing the comparability of results obtained with nonprobability online surveys and

probability-based surveys in different modes in electoral research. In sum, these

studies indicate:

1. Probability surveys perform better in terms of estimating valid population

parameters.

2. Distributions of individual variables for which no external benchmarks are avail-

able may differ between surveys.
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3. Surveys are comparable mainly in their findings regarding associations between

variables.

Using individual-level voter turnout as the dependent variable, the current study

aims to extend this research by replicating a wide range of multivariate models from

studies published in high-ranked political science journals (Smets and van Ham, 2013)

in analyses of data from surveys conducted across different modes and based on

different samples.

2.4 Data

In this study, I use four German Longitudinal Election Study (GLES) surveys: the

GLES Pre-Election Cross-Sections, two probability surveys based on a register sam-

ple. While this survey was conducted in a face-to-face mode on the occasion of the

German Federal Election 2017 (GLES, 2019a), the GLES shifted the data collection

mode to a self-administered mixed mode design in 2021 (GLES, 2022a); and GLES

Tracking, an online survey based on a quota sample from a commercial German on-

line opt-in panel provider. While this survey was conducted by means of an online

opt-in online panel provider (forsa.Omninet) that has recruited its members via a

telephone in 2017 (GLES, 2019b), GLES changed the provider (Respondi.AG) and

in the survey conducted in 2021 respondents were recruited with advertisement on

different Internet platforms (GLES, 2022b). With this, the two online access panels

may differ in their composition. However, as both surveys rely on a quota selection

of members from the online access panel, they both belong to the group of nonproba-

bility online surveys. The target population of all surveys was German citizens aged
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18 years and older2. Data were collected in the weeks preceding the 2017 or 2021

German Federal Election.

2.4.1 Comparability of the surveys

Figure 2.1 gives an overview of the four surveys used in this study. While the proba-

bility face-to-face survey and the nonprobability online survey based on a telephone

recruited online panel were conducted prior to the 2017 German Federal Election,

the probability self-administered mixed mode survey and the nonprobability online

survey based on Web advertisement recruitment were conducted prior to the 2021

German Federal Election. All surveys aimed to capture political attitudes and be-

havior during the 2017/2021 German Federal Election campaign in order to gain a

deeper understanding of voting behavior and turnout.

While field periods of the two 2017 surveys partially overlapped, the field period

for the GLES Pre-Election Cross-Section was longer. This can be attributed to the

fact that face-to-face surveys require much more complex field management and take

longer to conduct. For the 2021 surveys, the differences in field period have become

smaller. However, here the survey was conducted in a mixed mode online and mail

design and mail surveys require more time since they must be sent back by post.

With this design, I can compare the four surveys directly in terms of their accuracy

of point estimates. For uni- and multivariate analysis, I will compare only the two

2In the probability surveys, people aged 16 years and over were interviewed. However, persons
who were not yet 18 years old at the time of data collection were excluded from the present
analyses to ensure comparability with the nonprobability online surveys.
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surveys with overlapping field periods. However, I also will compare the relative

differences between the two surveys each across all surveys.

Figure 2.1: Description of the datasets

2.5 Methods

2.5.1 Analyzing the accuracy of point estimates in the surveys

In this first step of the data analysis, I compare the probability face-to-face survey, the

probability self-administered mixed mode survey and the two nonprobability online

surveys in terms of the accuracy of the estimates of external population benchmarks.

As a benchmark, I use the official voting statistics for the 2017/2021 German Federal
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Election provided by the Federal Election Commission of Germany (Kobold and

Schmiedel, 2018; Bundeswahlleiter, 2021). These data contain information on voter

turnout and party vote, differentiated by gender, age group, and region for adults

eligible to vote in Germany.

I use survey data weighted with the adjustment weights provided by GLES to cal-

culate point estimates and 95 percent confidence intervals. I calculate the absolute

relative bias of each survey that tells about the average difference between the esti-

mates in the surveys and the actual outcome of the election. Mathematically, the

absolute relative bias is defined as:

𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝐵𝑖𝑎𝑠(𝑌 ) =
𝑛

∑
𝑖=1

( ̂𝑦𝑖 − 𝑦𝑖)
𝑛

, where

𝑛

denotes the data points on all variables considered,

𝑦𝑖

denotes the values of these variables observed in the target population, and

̂𝑦𝑖

denotes the values of these variables estimated by the surveys. To calculate the

absolute relative bias, I dichotomized the variables.
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2.5.2 Comparing variables and their distribution

In a second step, I investigate differences between variables for which no external

benchmarks are available. Since at this step of data analysis I compare the surveys

directly with each other, I will compare each two of the surveys with overlapping field

periods. In this comparison, I use all individual variables in the multivariate models

as independent variables. In total, I compare a set of 89 variables for the 2017 data

and 83 variables for the 2021 data consisting of sociodemographic characteristics,

political attitudes, and political behavior.

This large set of variables includes variables with different scales. To achieve com-

parability between these variables, I rescaled from 0 to 1 all variables that are at

least ordinal-scaled, and I dichotomized nominally scaled variables. I compare the

variables in terms of their means and distributions with different measures. To

examine whether the distributions of the at least ordinal-scaled variables differ be-

tween the two surveys, I compute the Kolmogorov-Smirnov test for differences in

distributions. For the dichotomized variables, I compute the test for equality of pro-

portions. These tests provide information on whether the distributions/proportions

differ significantly between the two surveys, but not on the extent of this difference.

Therefore, I further calculate the effect size using Cohen’s d. I use the Stata command

“ksmirnov” to test for differences in distributions and the Stata command “prtest”

to test for equality of proportions. Cohen’s d is computed with the Stata command

“esize.”
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2.5.3 Comparing associations between variables in multivariate

models and the models’ goodness of fit

2.5.3.1 Model selection process

In a third step, I examine the differences between the surveys in multivariate anal-

yses through a multimodel comparison. For this purpose, I replicate models with

individual-level voter turnout as the dependent variable (Green and Shachar, 2000;

Heath, 2000; Lyons and Alexander, 2000; Highton and Wolfinger, 2001; Holbrook

et al., 2001; Clarke et al., 2002; Goldstein and Freedman, 2002; Mughan and Lacy,

2002; Mutz, 2002; Perea, 2002; Anduiza–Perea, 2005; Jackson, 2003; Blais et al., 2004;

Rubenson et al., 2004; Chong and Rogers, 2005; Adams et al., 2006; Leighley and

Nagler, 2007; Malhotra and Krosnick, 2007; Sanders et al., 2007; Wass, 2007; Killian

et al., 2008; Stevens et al., 2008; Pattie and Johnston, 2009; Yoo, 2010). Models for

replication were selected based on a meta-analysis of individual-level voter turnout

conducted by Smets and van Ham (2013). This meta-analysis reviews 90 empirical

studies of individual-level voter turnout in national elections published in high-ranked

political science journals.

I examined whether I could replicate the models calculated in these 90 studies with

GLES data. I included those models in my analysis, for which at least the predictors

in the original studies could be calculated with GLES data. In doing so, I followed

the operationalization of variables in the original studies as closely as possible. How-

ever, the implementation of some variables and concepts differs significantly between

data used in the original studies and GLES data. Therefore, it was possible to con-

ceptually replicate only some of the studies. As the aim of the present analysis is not
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to explain individual-level voter turnout, but rather to investigate whether results

of multivariate analyses differ across a wide range of possible explanatory factors of

voter turnout between surveys that differ in mode and sampling, I consider concep-

tual replication to be sufficient for my purposes. I could calculate the predictors for

29 models with the 2017 data sets and for 27 models with the 2021 data sets of the 90

studies considered by Smets and van Ham (2013) in their meta-analysis3. Figure 2.2

gives an overview of the process of selection of models for inclusion in the analysis.

Figure 2.2: Model selection process

In their meta-analysis, Smets and van Ham (2013) divided the reviewed studies into

“broad theoretical models” of individual-level voter turnout that they felt “reflect the

main theoretical approaches in the literature” (Smets and van Ham, 2013, p. 346).

In my study, I adopted this categorization for the replicated models. Table 2.1 gives

an overview of the broad theoretical models and indicates how many of the models

replicated in the present study belong to the respective broad theoretical models.

2.5.3.2 Operationalization and regression models

The dependent variable in all the regression models calculated is individual-level

voter turnout, operationalized as turnout intention. I dichotomized this variable to

3For a detailed overview of the replicated models, see table 6.1 in the appendix (A.2).
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Table 2.1: Broad theoretical models of individual-level voter turnout (Smets and van
Ham 2013)

Broad Theoretical Model Description n (2017) n (2021)

Resource model Turnout driven by resources 14 13
(e.g., time, money, skills)

Rational choice model Turnout driven by personal 5 5
cost-benefit calculation

Mobilization model Turnout driven by mobilization 6 5
(e.g., by parties, candidates)

Psychological model Turnout driven by cognitive 3 3
characteristics (e.g., political interest)

Political institutional model Decisions to vote driven by 1 1
the political and institutional context

Total
29 27

distinguish between potential voters and nonvoters. To this end, I divided respon-

dents into two groups: (1) those who reported that they would certainly or likely

vote in the 2017/2021 German Federal Election; and (2) those who indicated that

they might vote, were not likely to vote, or were sure that they would not vote.

However, as I could classify only a small proportion of respondents as nonvoters, the

problem of poor variance of the dependent variable occurred. I used Firth’s logistic

regression to correct this bias in all calculated models. This type of logistic regression

uses penalty maximum likelihood estimation to reduce bias in unbalanced samples.

It is commonly applied in data analysis with rare event data (King and Zeng, 2001;

Heinze and Schemper, 2002; Wang, 2014; Puhr et al., 2017). I used the R package

“logistf” to calculate the regression models (Heinze et al., 2022).
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2.5.3.3 Investigating differences in the goodness of fit of the models between

the two surveys

To investigate whether results of the multivariate analyses differ between the sur-

veys, I first compare whether the calculated models differ in their accuracy between

the surveys. With this approach, I investigate whether substantial differences occur

in the overall performance of the models, depending on whether they are calcu-

lated with data from the probability face-to-face survey or the nonprobability online

survey with telephone recruitment for the 2017 data, and between the probability

self-administered mixed mode survey and the nonprobability online survey with Web

recruitment for the 2021 data. To explore whether the models are suitable for all

types of surveys considered in this comparison, I use receiver operating character-

istic (ROC) analysis (Fan et al., 2006; Carter et al., 2016), a frequently employed

statistical tool for checking whether the predicted values of models coincide with the

observed outcome. In binary regression models, it indicates the ability of models to

distinguish the two classes of outcomes (Yin, 2017).

To summarize the accuracy of the regression models in a single number, I report the

area under the curve (AUC). This commonly used measure takes values between 0.5

to 1, with 0.5 indicating that a model has no discrimination ability and 1 indicating

that a model has perfect discrimination ability. To compare whether substantial

differences in model accuracy occur between the surveys, I compute significance

tests for differences in AUCs. To calculate ROC curves, I use the R package pROC

(Robin et al., 2021).
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2.5.3.4 Assessing differences in associations of variables between the surveys

I calculate average marginal effects (AMEs) for all regression models to compare re-

sults from the surveys in terms of the associations of variables in multivariate models.

I investigate whether the AMEs of the calculated models differ substantially between

the surveys. By doing so, I aim to explore whether conclusions on determinants of

individual-level voter turnout differ when the analysis is conducted with data from a

probability face-to-face survey or from a nonprobability online survey with telephone

recruitment, or with data from a probability self-administered mixed mode survey

or a nonprobability online survey with Web recruitment. To analyze differences in

associations of variables between the surveys, I investigate whether

1. the AMEs differ significantly between the two surveys;

2. the AMEs are significant (p <= 0.05) in only one of the 2017/2021 surveys;

3. the AMEs differ in direction between the two surveys.

By using three different statistical measures, this analysis allows me to draw a compre-

hensive conclusion on differences in associations of variables between the surveys.

Figure 2.3 provides an overview of the applied analysis strategy for the AMEs.

Figure 2.3: Multivariate analysis strategy
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Figure 2.4 gives an overview on the different analytical approaches used in this study

to compare the surveys.

Figure 2.4: Analytical approaches to compare the surveys

2.6 Results

2.6.1 Analyzing the accuracy of point estimates in the surveys

Figure 2.5 shows the absolute bias (value of the variable observed in the target

population minus value of the variables estimated by the surveys) with 95 percent

confidence intervals for the four surveys, compared with the population parameter

from the validated benchmark data (for gender, region, age, party vote and voter

turnout). As can be seen from this figure, there are some crucial differences be-

tween the surveys and the accuracy of their point estimates for some variables, while

similarities for others.
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First, looking at gender and region, we can see hardly any differences between the

surveys. Looking at age, we can see the bias is largest for the nonprobability online

survey recruited via Web interviews (0.079), indicating that adults aged 50 years and

older are underrepresented in this surveys. Also the nonprobability online survey

recruited via phone interviews (0.042), as well as the probability self-administered

mixed mode survey (0.023) fail to give an accurate estimation of adults aged 50

years and older. Only the probability face-to-face survey meets the benchmark value

accurate.

Second, we see some remarkable differences in party vote. For the right-wing party

(AfD) the bias of the nonprobability online survey recruited via Phone is largest

and negative (−0.032), which means that the voters for the right-wing party are

overrepresented in this survey. For the conservative party (CDU/CSU) the picture

is somewhat different. Here, the bias is largest and positive for the nonprobability

online survey recruited via Web advertisement (0.084), and negative (−0.048) for

the probability face-to-face survey. With respect to the liberal party (FDP), the

differences are minor. Regarding the estimate of green party voters, the bias is

largest for the probability self-administered survey (−0.046) and negative, which

means that green party voters are overrepresented in this survey. Social democratic

party (SPD) voters are slightly overrepresented in the two probability based surveys.

Left-wing party (Die LINKE) voters are overrepresented in the nonprobability online

surveys recruited via Web advertisment (−0.038) and underrepresented in the three

other surveys.

And finally, third, looking at voter turnout, we can see that all four surveys under-

estimated the proportion of nonvoters. However, the bias of turnout is largest in
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the nonprobability online survey recruited via phone (−0.21), and smallest for the

probability face-to-face survey (−0.136).
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Figure 2.5: Bias in point estimates in the four surveys

Table 2.2 quantifies these differences by reporting the absolute and (absolute) relative

bias for all surveys. Overall, we can see that the probability face-to-face survey

performs best in terms of the accuracy of point estimates, as the total average bias

in the probability face-to-face survey is the smallest among all four surveys in this

comparison (0.029). The point estimates of the probability face-to-face survey are

also most accurate for the sociodemographic variables, as well as the variables for

turnout and party vote.
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An interesting note on the accuracy of point estimates is the unexpectedly high bias

in the probability self-administered mixed-mode survey. This method exhibits a

bias comparable to that of the nonprobability surveys, making it one of the less ac-

curate among the four types assessed in this study, as indicated by the data (0.036).
This result contradicts previous findings which generally indicated that probabil-

ity surveys outperform nonprobability surveys in achieving accurate point estimates

against validated benchmarks (Malhotra and Krosnick, 2007; Chang and Krosnick,

2009; Stephenson and Crete, 2011; Yeager et al., 2011). However, my study finds

this higher accuracy is specific to the probability face-to-face survey, not extending

to the probability self-administered mixed-mode survey, whose bias closely matches

that of nonprobability surveys.
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Table 2.2: Absolute relative bias across the four surveys

Variable Response
Nonprobability
online survey

(web recruitment)

Nonprobability
online survey

(phone recruitment)

Probability
self-adm. mixed mode

survey

Probability
face-to-face

survey

Sociodemographics
Gender Female 0.006 0.003 0.006 0.004
Age 50 y + 0.079 0.042 0.023 -0.005
Region Western G. -0.009 0.000 -0.010 -0.001
Absolute relative bias 0.031 0.015 0.013 0.003

Vote
Turnout Yes -0.147 -0.210 -0.194 -0.136
Vote Forecast CDU/CSU 0.084 0.031 0.024 -0.048

SPD -0.027 -0.007 -0.022 -0.027
FDP -0.004 -0.019 -0.011 0.013
GRUENE 0.002 -0.028 -0.046 -0.018
LINKE -0.028 -0.032 -0.008 0.005
AfD -0.038 0.033 0.031 0.057
Other 0.079 0.042 0.023 0.009

Absolute relative bias 0.041 0.046 0.045 0.039
Total

Absolute relative bias 0.039 0.038 0.036 0.029

Note: 50 y+ = aged 50 years and over; Western G. = western Germany
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2.6.2 Comparing variables and their distributions

Figure 2.6 shows for each of the two surveys with overlapping field periods the dif-

ferences between means of the variables for which no external benchmark data are

available. The differences between the means of the probability surveys and the

nonprobability surveys are plotted on the x-axis. Positive values indicate the mean

in the probability survey being larger than in the nonprobability survey, negative

values indicate the mean in the nonprobability survey being larger than the mean

in the probability survey. The variables used in this comparison are plotted on the

y-axis. Points closer to zero indicate smaller differences in the means between the

surveys; points further away indicate larger differences. The variables labeled are

often used to explain individual voting behavior in electoral research (Smets and van

Ham, 2013).

We can see from this figure that there is no systematic pattern regarding differences in

means of variables between the two surveys for the 2017 data. While the magnitude of

differences varies greatly by variable, no specific type of variables (sociodemographic

variables, variables that capture political behavior or attitudes) differs particularly

strongly in its means between the surveys.

The picture looks different for the 2021 data. For variables that capture political

behavior we see here that the mean is higher in the probability self-administered

mixed mode survey on almost all variables, which means that respondents from

the probability self-administered mixed mode survey seem to be more engaged in

politics than respondents from the nonprobability online survey recruited via Web

advertisement.
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Looking at the variables often used to explain individual voting behavior in electoral

research, we can see that respondents from the nonprobability surveys identify less

strongly with political parties, and - in the 2017 data - are less interested in politics,

which is contrary to findings from previous studies that reported political interest to

be higher in nonprobability online surveys (Berrens et al., 2003; Malhotra and Kros-

nick, 2007; Chang and Krosnick, 2009; Ansolabehere and Schaffner, 2014). Looking

at the sociodemographic variables we can see the proportion of married respondents

being higher in the probability surveys. Further, looking at the mean income and

educational status of the respondents we can see that the mean for these variables

was higher in the nonprobability survey 2017, but higher in the probability survey

in 2021.

Table 2.3: Univariate analysis: significance and effect sizes of differences in
means/proportion between the surveys

2017 Data 2021 Data
Effect size (%) Effect size(%)

Variable significant small medium large n significant small medium large n
Sociodemographic Variable 60.5 65.8 31.6 2.6 38 82.9 40.0 45.7 14.3 35
Political Attitudes 71.1 65.8 28.9 5.3 38 92.5 65.0 35.0 0.0 40
Political Behavior 75.0 66.7 8.3 25.0 12 100.0 16.7 33.3 50.0 6
total 67.0 65.9 27.3 6.8 88 88.9 50.6 39.5 9.9 81

Table 2.3 summarizes the results of the tests conducted to analyze whether the

differences between the distributions or proportions in each of the two surveys are

significant. The effect sizes of the differences are also reported in this table. For this

table, I classified Cohen’s d <= 0.2 as small effects, Cohen’s d >.02 and <= 0.5 as

medium effects, and Cohen’s d >= 0.5 as large effects (Cohen, 2013).

In total, 67 percent of the variables in the 2017 data differ significantly in their

distribution/proportion between the two surveys, in the 2021 data mostly all (88.9
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Figure 2.6: Differences in means/proportion between the probability survey and the
nonprobability survey
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percent) of the variables differ significantly. Looking at each subgroup of variables

(sociodemographic variables, political attitudes and behavior), the percent of differ-

ences between surveys that are significant are also larger in the 2021 comparison.

While for the sociodemographic variables (n = 38), 60.5 percent of the differences

between the surveys are significant in the 2017 data, 82.9 percent of the differences

between the surveys are significant in the 2021 data (n = 35). The significant differ-

ences for variables covering political attitudes and behavior are considerably larger

(about 70 percent in the 2017 data and about 90 percent in the 2021 data).

Looking at the effect sizes of the differences, we see that most of the differences in the

distributions/proportions between the surveys are small or of a medium effect size (93

percent in the 2017 data, 90 in the 2021 data). These small/medium effects indicate

an overlap of values for at least 80.3 percent (see Magnussion (2022)). With this high

overlap of values, I assume minor/medium differences are relatively unproblematic

for using these variables in statistical analysis. However, in two-thirds of the variables

under investigation covering political attitudes in the 2021 data, the effect sizes are

large. For these variables, the chance that an individual picked at random from the

probability survey will have a higher score on the variable under investigation than

an individual picked at random from the nonprobability survey is 71.4 percent (see

Magnussion (2022)). With this, I consider large differences are problematic for using

these variables in statistical analysis since the difference between the probability and

the nonprobability survey is sufficiently large.
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2.6.3 Comparing models’ goodness of fit and associations in

multivariate models

2.6.3.1 Investigating differences in models’ goodness of fit between the

surveys

Figure 2.7 shows for each of the two surveys with overlapping field periods the dif-

ferences between the AUCs for all calculated models. The differences between the

AUCs of the probability and the nonprobability surveys are plotted on the x-axis.

The models used in this comparison are plotted on the y-axis. Positive values indicate

the AUC in the probability survey being larger than in the nonprobability survey,

negative values indicate the AUC in the nonprobability survey being larger than the

AUC in the probability survey. Points closer to zero indicate smaller differences in

the AUCs between the surveys; points further away indicate larger differences. I also

indicate the broad theoretical model of individual-level voter turnout to which each

regression model belongs (Smets and van Ham, 2013).

This figure shows that most of the differences in accuracy between regression models

are minor fo each, the 2017 and the 2021 data. However, in the regression model that

belong to the broad theoretical model “psychological model”, we see in two of the

AUCs larger differences. In both cases, the AUC in the nonprobability online survey

with Web recruitment is larger than in the probability self-administered mixed mode

survey, which means that the discrimination ability is higher in the nonprobability

online survey.

In Table 2.4, we see the results from the significance test of the difference between

the AUCs of the calculated regression models in the probability survey and the
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Figure 2.7: Differences in areas under the curve (AUCs) for all calculated regression
models
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nonprobability survey for the 2017 and 2021 data.

The amount of significant differences is smaller in the 2021 data, with 11 percent of

significant differences in the AUCs compared to 21 percent of significant differences

in the AUCs of the 2017 data. Since, to the best of my knowledge, this is the

first study to compare probability surveys with nonprobability surveys in terms of

the accuracy of regression models, I had no expectations regarding the differences

between the surveys in this regard. However, this analysis shows that the surveys

are comparable regarding the discrimination ability - and thus the accuracy of the

regression models.

Table 2.4: Comparison of AUCs for all calculated regression models categorized into
broad theoretical models of individual-level voter turnout

Broad theoretical model 2017 Data 2021 Data

significant
difference (in %) n significant

difference (in %) n

Resource 21.4 14 0.0 13
Rational choice 20.0 5 20.0 5
Mobilization 16.7 6 0.0 5
Psychological 0.0 3 66.7 3
Institutional 100.0 1 0.0 1

total 20.7 29 11.1 27

2.6.3.2 Assessing differences in associations of variables between the surveys

The picture is somewhat different when investigating differences in the associations

of variables in multivariate models between the surveys. Figure 2.8 shows for each

of the two surveys with overlapping field periods the differences between the AMEs

for all calculated models. The differences between the AMEs of the probability

and the nonprobability surveys are plotted on the x-axis. The models used in this
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comparison are plotted on the y-axis. Positive values indicate the AME in the

probability survey being larger than in the nonprobability survey, negative values

indicate the AME in the nonprobability survey being larger than the AME in the

probability survey. Points closer to zero indicate smaller differences in the AMEs

between the surveys; points further away indicate larger differences. I also indicate

the broad theoretical model of individual-level voter turnout to which each regression

model belongs (Smets and van Ham, 2013).

This figure shows that most of the AMEs are plotted close to each other, indicating

that they do not differ greatly between the two surveys. However, for some of the

AMEs, the differences between the nonprobability survey and the probability survey

appear to be more extensive, especially for AMEs in models that belong to the broad

theoretical model categories “Resource”, “Rational choice” and “Psychological”.

However, what is hard to derive from this figure is whether conclusions about the

determinants of voting behavior would differ if the data were collected with a proba-

bility face-to-face, a nonprobability online survey recruited via phone or a probabil-

ity self-administered mixed mode survey or a nonprobability online survey recruited

via phone interviews. To answer this question, I conducted several follow-up tests

on the AMEs (Table 2.5). I first ran a significance in difference test to quantify

whether the AME in the probability survey differs significantly from the AME in the

nonprobability survey. To further explore whether conclusions on determinants of

individual-level voter turnout differ when the analysis is conducted with data from

the different surveys, I investigate whether they become significant in both surveys.

Third, I look deeper at the direction of the significant AMEs and investigate whether

the effects are positive in one survey and negative in the other.
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Figure 2.8: Differences in average marginal effects for all calculated regression models
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Table 2.5: Differences in the significance and direction of AMEs between the surveys

Is there a difference? Would we draw different conclusions?

Broad theoretical model significant
difference (in %)

significant
in only one survey (in %) Difference in direction n

2017 Data 2021 Data 2017 Data 2021 Data 2017 Data 2021 Data 2017 Data 2021 Data

Resource 53.0 62.0 50.0 26.0 28.8 52.0 66 50
Rational choice 61.5 15.4 53.8 23.1 15.4 23.1 13 13
Mobilization 42.9 28.6 21.4 14.3 35.7 57.1 14 7
Psychological 66.7 55.6 22.2 33.3 55.6 55.6 9 9
Institutional 75.0 0.0 25.0 50.0 0.0 0.0 4 2

total 54.7 49.4 43.4 25.9 29.2 46.9 106 81
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Investigating differences between the AMEs we can see that 54.7 percent of the

AMEs in the 2017 data differ significantly between the two surveys. The propor-

tion of significant differences of AMEs is considerably larger in the 2021 data, with

49.4 percent of the investigated AMEs differ significantly between the two surveys.

Here, in the regression models that belong to the broad theoretical models “resource”

and “psychological”, more than 50 percent of the AMEs differ significantly between

the probability self-administered mixed mode survey and the nonprobability online

survey, recruited via Web advertisement.

Looking at the significance of the AMEs across the surveys, we see that the signifi-

cance differs for 43.4 percent of the AMEs in the 2017 data and 25.9 percent of the

2021 data. Here, the effect is significant either in the probability survey or in the

nonprobability survey. Moreover, the direction of 29.2 percent of the AMEs differs

between the two surveys in the 2017 data and 46.9 percent in the 2021 data, indi-

cating that we would draw different conclusions on how the independent variables

influence individual-level voter turnout depending on which survey we used.

The latter finding is somewhat surprising, as previous studies mostly show no differ-

ences in multivariate associations between variables depending on whether they are

collected with a probability (face-to-face) survey or a nonprobability online survey

(Berrens et al., 2003; Chang and Krosnick, 2009; Stephenson and Crete, 2011; Yea-

ger et al., 2011; Ansolabehere and Schaffner, 2014; Breton et al., 2017; Bytzek and

Bieber, 2016; Dassonneville et al., 2018).
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2.7 Discussion

This study set out to extend previous research on differences in empirical analysis

between surveys that differ in mode and sampling in electoral research. From a

sampling theory perspective, I argued that probability surveys can be expected to

perform better, as sampling theory is not applicable to nonprobability surveys. Fur-

ther, I argued that differences could be expected between interviewer-administered

and self-administered surveys. However, the overview of empirical studies provided

in Section 3 of this study shows that findings are mixed as to whether results of em-

pirical analyses are affected by the type of survey with which the data are collected.

Based on these results, I extended the analysis strategy in the current comparison,

hoping to gain new insights into outcome differences between surveys that differ in

mode and sampling.

By comparing a large set of variables commonly used in electoral research, by using

three different analytical approaches and multiple statistical measures, and by consid-

ering different broad theoretical models of individual-level voter turnout (Smets and

van Ham, 2013), I could quantify the comparability of the probability face-to-face

survey, the probability self-administered mixed mode survey and the nonprobability

online surveys and include different theoretical explanations of voting behavior in

this comparison.

The results of my analysis consistently show that the probability face-to-face survey

performs best in terms of to the accuracy of point estimates. Therefore, I would en-

courage electoral researchers to rely on probability face-to-face surveys for estimating

valid population values.
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Regarding the use of different kinds of surveys in multivariate analysis of individual-

level voter turnout, the results suggest that for many regression models across differ-

ent broad theoretical models and for many associations between variables in these

regression models we would obtain different results if we collect data with surveys

that differ in mode and sampling. However, in this step of data analysis I was

only able to compare two surveys each - the probability face-to-face survey with the

nonprobability online survey recruited via phone interviews and the probability self-

administered mixed mode survey with the nonprobability online survey recruited via

Web advertisement. As we do not have “true” values for these estimates, I cannot

conclude that one of the surveys performs worse or better than the other one. How-

ever, we can see from these results that sampling and mode do make a difference,

since the findings are consistent across both comparisons.

Although probability self-administered mixed mode and nonprobability online sur-

veys are cost-effective and allow for bigger sample sizes than probability-based face-

to-face surveys, we should bear in mind that results from the surveys are comparable

only to a limited extent. The key finding of the present study is that we may achieve

different results in the analysis of individual-level voter turnout and draw different

conclusions on the drivers of individual-level voter turnout and voting behavior if

we replace probability face-to-face surveys with surveys that differ in mode and/or

sampling.

The limitations of this study should be acknowledged. I compared a probability face-

to-face survey and a self-administered mixed mode survey with two nonprobability

online surveys. With this approach, I could show what differences in estimates could

be expected if we replaced probability face-to-face surveys with surveys that differ

in mode and sampling. However, I cannot say with certainty that the differences
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observed between the surveys are due to the sources of error considered, or whether

unobserved/non-considered factors in which the surveys differed are responsible for

the observed differences. Previous research and theoretical arguments indicate that

it is very likely that the differences are due to the the sampling approach and data

collection mode. Despite these limitations, this study contributes to investigating

differences in estimates based on different surveys in the field of electoral research.

Lastly, I argued that survey costs are the main driver in changing data collection from

probability to nonprobability and from interviewer-administered to self-administered

surveys. To further assess how to reduce costs in data collection while achieving the

best possible results within given budgets in statistical analyses, future studies should

investigate the accuracy of surveys per unit of currency spent. For example, one

could estimate a valid population parameter with external benchmark data available

across different survey samples and modes considering the costs for each interview

for the different surveys. As very few studies to date have compared the survey

costs of different survey modes (Olson et al., 2021b), and a systematic comparison is

lacking, such a study could help researchers to choose the best possible data collection

method within their given budget and to minimize biases in estimates within cost

constraints.
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3 Exploring the Feasibility of

Recruiting Respondents and

Collecting Web Data via

Smartphone: A Case Study of

Text-to-Web Recruitment for a

General Population Survey in

Germany1

Abstract

The widespread usage of smartphones, as well as their technical features, offers many

opportunities for survey research. As a result, the importance and popularity of

smartphone surveys is steadily increasing. To explore the feasibility of a new text-

to-Web approach for surveying people directly via their smartphones, we conducted

a case study in Germany in which we recruited respondents from a mobile random

digit dialing sample via text messages that included a link to a Web survey. We show
1The study was conducted with Matthias Sand and has already been published in JSSAM; see

(Bucher and Sand, 2022).
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that, although this survey approach is feasible, it is hampered by a number of issues,

namely a high loss of numbers at the invitation stage, and a high rate of implicit

refusals on the landing page of the survey.

3.1 Introduction

For many years, text messaging on mobile phones has been a common form of com-

munication (Battestini et al., 2010; Church and de Oliveira, 2013; Hall et al., 2015).

Moreover, especially in developed economies such as the United States and Western

Europe, most of the population is now reachable via smartphone (Silver, 2019). In

Germany, for example, the smartphone penetration rate at household level rose to

81.6 percent in 2019 (destatis, 2019), and in the United States, 81 percent of adults

surveyed by the Pew Research Center in early 2019 reported that they owned a smart-

phone (Pew, 2019). The spread of smartphones is changing the way we connect to

the Internet: people increasingly use smart- phones for online access, not only while

“on the go” but also at home (Pew, 2019).

The widespread use of smartphones, and the fact that they are both mobile phones

and Internet-enabled devices, offers new possibilities for survey research because mul-

tiple ways of contacting people via smartphone can be combined. For example, text

messages can be used for recruitment (Bosnjak et al., 2008; Dal Grande et al., 2016),

and respondents can then be surveyed directly via smartphone (Couper, 2017).

In our research, we combine these two possibilities: in a case study conducted in

Germany in November 2018, we recruited participants from a mobile random digit

dialing (RDD) sample via text messages that included a link to a Web survey. To the
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best of our knowledge, the present study is the first to investigate and systematically

describe this approach and to illustrate potential caveats and challenges.

To explore the feasibility of our text-to-Web approach, the present study focuses on

three steps in the data collection process: sampling, invitation via text message, and

Web surveying. In what follows, we first describe the challenges and outcomes of

each of these steps. In conclusion, we discuss the implications of our findings for

data collection practice and further research.

3.2 Data collection process

3.2.1 Sampling

We used mobile RDD sampling to generate a random selection of mobile phone

numbers of the general population. As mobile RDD sampling is prone to producing

a substantial proportion of unassigned numbers (Häder and Sand, 2019), we used an

existing sampling frame (see appendix). Furthermore, home location register (HLR)

lookups were carried out to reduce the proportion of unassigned numbers in our

sample (Sand, 2017, see also appendix).

When using mobile RDD sampling for a smartphone survey for the general pop-

ulation, consideration should be given on two different aspects: first, it must be

considered that this method does not allow for sampling adults who are not reach-

able via cellphone, which is accompanied with the problem of “undercoverage” (i.e.,

the existence of elements in the target population “that do not, or cannot, appear in

the sampling frame”; Groves et al. (2011), p.72). Second, using RDD sampling for a
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smartphone survey raises the problem of not being able to contact some of the units

covered by the sampling frame, for example, adults who own a cellphone but not a

smartphone.

Because the share of cellphones that are not smartphones in the general population in

Germany is small (Silver, 2019), and no other possibility of drawing a random sample

of smartphone numbers exists, we decided to implement this method of sampling in

our study.

We drew a simple random sample of 30,102 cellphone numbers from our sampling

frame. However, the HLR lookups for two of the four German providers (Telekom

D1 and E-Plus) failed in the case of an improbably high proportion of numbers (59

and 24 percent, respectively) to provide information about whether the number was

(un)assigned. Although it is known that the outcomes of HLR lookups may vary

depending on the HLR lookup provider (Sand, 2017), we are not aware of any study

using mobile RDD sampling where HLR lookups produced defective results for entire

networks. Therefore, we assume that the problem was due to the way in which the

sampled numbers were verified by the HLR lookup provider. We were unable to solve

this problem, even after we contacted the institute that conducted the HLR lookups.

As we had to pay for every invitation short message service (SMS) sent (and not

only for those that were successfully delivered), we decided to exclude the cellphone

numbers of the aforementioned networks from our study to maximize the proportion

of delivered invitations within our given budget.

However, as these two networks together accounted for a relatively high proportion of

all assigned numbers in Germany in 20182 (Bundesnetzagentur, 2019), this decision

2At the time of data collection in November 2018, the Telekom network’s share of the German
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may have had a profound impact on the composition of our sample because excluding

specific networks can lead to systematic sample bias if the users of these networks

differ systematically from those of other networks. After the HLR lookups, 13,338

(44.3 percent) numbers were left in our sample.

3.2.2 Text message invitation

To send invitations via text messages, we used the SMS protocol. The advantage

of SMS is that it is a standard installation on every smartphone, and, therefore,

all smartphone owners can receive this kind of text message (Dal Grande et al.,

2016). The main disadvantage is the limit of 160 characters per message (Bosnjak

et al., 2008). Due to cost restrictions, we could send only one invitation message per

number, and we could not send any reminders, which made it impossible to provide

detailed information on the survey mentioned in the invitation.

To increase the salience of the message and arouse the interest of potential respon-

dents, we added the generic subject line “Life in Germany” to the SMS (Porter and

Whitcomb, 2005; Sappleton and Lourenço, 2016). The name of the survey sponsor

“GESIS” was displayed as the sender of the SMS, as we assumed that the fact that

the sponsor was a public institution would increase the response rate (Dillman et al.,

2014). The text message consisted of a short introductory sentence and the link to

the survey in form of a tiny URL. The English translation of the invitation SMS is

found in figure 3.1.

mobile network was 32.9 percent. Since the merger of E-Plus and Telefonica O2 in October
2014, the federal network agency (Bundesnetzagentur) reports only joint data for these networks.
However, as E-Plus was the third-largest network provider in Germany at the time of the merger,
its share of the German mobile network was still substantial in 2018.
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Some problems arose with the delivery of the invitation messages. Whenever an

SMS was successfully delivered, it was designated as such in the delivery report of

the bulk SMS provider. Therefore, we were able to distinguish between delivered

and undelivered SMS. In our case, however, only 6,016 of the 13,338 SMS sent could

be successfully delivered. Despite our investigations into why this happened (see

appendix), the reason for the low delivery rate remains unclear.

Figure 3.1: Text message invitation to participate in the survey

3.2.3 Web survey

By clicking on the link embedded in the invitation message, invitees with a smart-

phone were directed to the landing page of our survey on the smartphone’s Internet

browser. As the SMS invitation was limited to 160 characters, we used the landing

page to obtain consent, which resulted in a lengthy page.
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The questionnaire itself consisted of 36 items on sociodemographic characteristics,

political attitudes, and smartphone usage. To ensure the best possible presentation

of the survey on smartphones, we used a mobile-friendly design. We also collected

server-side paradata that included information on the device used by the respondent

and on response behavior (e.g., user agent (UA), response time, date of first/last

access).

The landing page of our survey was accessed 998 times, which is only about one-sixth

of the number of successfully delivered invitation SMS. However, only 161 accesses

also started the survey — that is answered at least one question. To get a deeper

understanding of this high rate of implicit refusals rate (AAPOR, 2016), we analyzed

the UAs of the landing page accesses (see appendix). This analysis showed that most

of the accesses that did not start the survey came from automated, non-human visits

to the landing page and could be attributed to link previews (n = 673). As a UA is

automatically transmitted when a link preview is displayed on a smartphone, it does

not mean that the landing page of the survey was accessed by the invitee. A total

of 44 landing page accesses were found to have been made by bots.

Of the 281 humans who intentionally visited the landing page, 120 did not take part

in our survey. As can be seen from table 3.1, a relatively high proportion of the

respondents who answered at least one question (n = 161) also completed the survey

(n = 102) — that is, answered >80 percent of all applicable questions (AAPOR,

2016). Fifty respondents were classified as “break-offs” (AAPOR, 2016) — that is,

they answered less than 50 percent of all applicable questions. Nine respondents

were classified as “partials” (AAPOR, 2016) — that is, they answered between 50

and 80 percent of all applicable questions.
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3.3 Results

3.3.1 Calculation of outcome rates

To be able to report outcome rates that are comparable with those of other surveys,

we used standardized final disposition codes proposed by American Association for

Public Opinion Research [AAPOR (2016)]3. The AAPOR levels of eligibility and

completion to which cases were assigned, and the number of cases assigned to each

level, are shown in table 3.1. We did not include the accesses made by bots and link

previews in the calculation of outcome rates as no numbers were generated for these

accesses and no SMS were sent to them.

Following American Association for Public Opinion Research (AAPOR, 2016),

“Response Rate 1 (RR1), or the minimum response rate, is the number

of complete interviews [I] divided by the number of interviews (complete

[I] plus partial [P]) plus the number of non-interviews (refusal and break-

off [R] plus non-contacts [NC] plus others [O]) plus all cases of unknown

eligibility (unknown if housing unit [UH] plus unknown, other [UH])”

(AAPOR, 2016, p.61).

3Furthermore, we have drawn upon the work of Callegaro et al. (2007), who adapted the AAPOR
final disposition codes for smartphone surveys.
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Table 3.1: Assignment of cases to American Association for Public Opinion Research (AAPOR) (2016) levels
of eligibility and completion

Data collection

steps
Status

AAPOR

description

AAPOR

classification

AAPOR

code

Category

assigned to caluclate

the response rate

n(\%)

Sampling Generated

cellphone

numbers

Total sample used 30,102

(100%)

Status of HLR

lookup:

unassigned

number

Non-

working/disconnected

number

Not eligible 4.30 16,764

(55.7%)

Text message invitation Status of HLR

lookup: assigned

number, but

undelivered

message

Cannot be

classified as either

eligible or

ineligible,

Callegaro et al.

(2007)

Unknown

eligibility

3.25 UO 7,322

(24.3%)

Status of HLR

lookup: assigned

number, delivered

message, but no

access to survey

landing page

Delivered text

message should

count as a call

attempt,

Callegaro et al.

(2007)

Non-contact 2.20 NC 5,735

(19.1%)
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Table 3.1: Assignment of cases to American Association for Public Opinion Research (AAPOR) (2016) levels
of eligibility and completion (continued)

Web survey Access to survey

landing page but

no survey

participation

Visit to the

Internet survey

URL, but no

participation

Implicit refusal 2.10 R 120 (0.4%)

Participation, but

<50% of the

questionnaire

completed

Answers to <50%

of all applicable

questions

Break-off 2.12 R 50 (0.2%)

Participation, but

only 50–80% of

the questionnaire

completed

Answers to

50–80% of all

applicable

questions

Partial interview 2.11 P 9 (0.03%)

Participation,

>80% of the

questionnaire

completed

Answers to >80%

of all applicable

questions

Complete

interview

1.00/1.10 I 102 (0.3%)

Note: I = complete interview; NC = non-contact; P = partial interview; R = refusal and break-off; UO = unknown, other, (AA-

POR,2016, p. 61).
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Based on the classification of cases (see table 3.1), the following RR 1 can be reported

for our survey:

𝑅𝑅1 = 1
(𝐼 + 𝑃) + (𝑅 + 𝑁𝐶 + 𝑂) + (𝑈𝐻 + 𝑈𝑂) = 0.8%

,

The response rate was extremely low. Although other mobile phone surveys con-

ducted in Germany have shown low response rates4, this result indicates that using

our approach of text-to-Web recruitment for survey research can be expected to lead

to greater and more far-reaching eligibility issues and a higher number of refusals

than other survey research methods that use smartphones.

3.3.2 Characteristics of the survey respondents

The persons who took part in our survey were primarily young and highly educated.

Over 50 percent of the respondents were under 30 years of age, and most of the re-

spondents had a high level of education. In addition, we found that our respondents

differed from those in other survey modes in terms of their political attitudes. From

the answers to the question about voting intention, it became apparent that sup-

porters of nontraditional parties on the political margins (DIE LINKE, AfD) were

clearly overrepresented in our sample, compared with two other surveys that were

conducted around the same time—namely, the Politbarometer 2018 (Forschungs-

gruppe Wahlen, 2019), a telephone survey, and the German Longitudinal Election
4For example, the response rate (RR1) for the mobile phone sub-sample of the CATI survey

conducted as part of the German Longitudinal Election Study 2017 (GLES, 2019) was 4.2%
(this is our own calculation based on disposition codes provided by GLES).
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Study (GLES) Panel survey, which is a mixed-mode panel study (Roßteutscher et al.,

2020). Figure 3.2 gives an overview of the sociodemographic characteristics of our

survey respondents compared with census data (for the underlying figures, see tables

6.3, 6.4, and 6.5 of the appendix). The voting intentions of our survey respondents

compared with those of the Politbarometer and GLES respondents are shown in

figure 3.3 (for the underlying figures, see table 6.6 of the appendix).

Figure 3.2: Sociodemographic characteristics of our survey respondents compared
with data from the German Microcensus 2017

3.4 Discussion

The aim of the present study was to explore the feasibility of recruiting respondents

and conducting Web data collection via smartphone. For this purpose, we carried
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Figure 3.3: Voting intentions of our respondents compared with those of Politbarom-
eter and GLES Panel respondents
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out a case study in Germany in November 2018. A central finding of our study is

that, although recruiting respondents for Web surveys via text messaging to smart-

phones is feasible, this approach is hampered by considerable issues relating to its

implementation and the resulting data. On the positive side, RDD mobile sampling

is easy and quick to implement.

However, in our study, we had to exclude two network providers because the HLR

lookups failed in the case of an improbably high proportion of numbers to provide

information about whether the number was (un)assigned. This exclusion may have

had far-reaching implications in terms of data quality as it potentially introduced

biased estimates based on the sample. This potential for bias is due to the fact

that users of different network providers may differ systematically from each other.

However, the extent to which this is the case is unclear, as no data are available to

date on users of different network providers.

This is a task for further research. Furthermore, the coverage of network providers

differs across Germany. Especially in some rural areas, only one provider can provide

a service, which may further impact composition of a survey sample (See Bundesnet-

zagentur, 2020). In addition, RDD mobile sampling does not allow a random sample

consisting only of smartphone numbers to be generated. And finally, our text-to-

Web approach did not work for all elements in our sample, as cellphones that were

not smartphones did not offer the possibility of clicking on the link embedded in our

invitation SMS.

The sending of survey invitations via text messages is fast, relatively cheap and does

not require a large operational effort. However, when combining this invitation mode

with mobile RDD sampling, it must be assumed that there also will be a high rate of
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undelivered text messages—in our study, only half of the SMS messages sent could be

successfully delivered. As we were unable to determine why the text messages were

not delivered, our study does not provide much information on the implications of

this high rate of undelivered SMS for data quality. One possible explanation for the

high number of undelivered messages is that our invitation may have been blocked

or marked as spam by network operators because we sent a considerable number of

SMS messages using the same bulk SMS provider. We would therefore recommend

that future studies use several different providers to send the invitations to prevent

the SMS messages being blocked or marked as spam by the network operators.

A challenge that arose during the data collection process was that the Web survey

landing page was only rarely accessed by humans (n = 281), and only 161 of these

persons actually started the survey. Thus, the question arises as to whether the low

willingness to participate was due to the design of our invitation, or whether the

use of text message invitations led to high nonresponse. To answer this question,

further research must experimentally test different invitation designs and content.

Furthermore, the willingness to participate could be increased by sending reminders

(Cook et al., 2016). In our study, this was not possible due to the limited budget.

Despite these challenges, the increasing use of smartphones in the general population,

and the technical versatility of these devices, means that they offer new opportunities

for survey research. To our knowledge, our study is the first to explore and illustrate

the various stages of conducting a text-to-Web survey combined with mobile RDD

sampling. By detailing the different steps and potential pitfalls, we have thus laid

the foundation for future studies.

An issue that was not addressed in this study is who can be reached via smart-

phone. Although smartphone ownership is increasing, some demographic subgroups
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still cannot be adequately reached via this device. Overall, some evidence seems to

indicate that people who can be reached via smartphone differ systematically from

those who do not own such a device (Couper, 2017; Couper et al., 2017; Baier et al.,

2019; Keusch et al., 2019). Therefore, the effect that facilitating the recruitment of

smartphone users has on the overall quality of the survey data remains open (Couper

et al., 2017). Future investigations should be undertaken to focus on questions re-

garding the generalizability of findings based on data collected by using text-to-Web

recruitment for general population studies.
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Chapter 4

4 Enhancing Model-Based

Adjustments of Nonprobability

Surveys: Selecting Auxiliary

Variables Based on Theoretical

Assumptions about their

Association with Survey

Participation and Variables of

Interest1

Abstract

Nonprobability surveys, have become increasingly popular for social science research

based on observational data. Since nonprobability samples are based on a non-

random (self-)selection of respondents, they are prone to selection bias, that is, vari-

ables affecting the selection of units in the sample as well as the outcome of variables

1The study was conducted with Joss Roßmann.
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of interest in the survey (Elwert and Winship, 2014). To reduce this bias, we need

powerful model-based adjustments. However, the auxiliary variables used for adjust-

ments are frequently limited to a small subset of sociodemographic variables. Recent

research suggests these variables hardly help minimize bias in nonprobability surveys.

One proposed explanation for the often-poor performance of survey adjustments is

that variables used for these adjustments hardly correlating with survey participation,

as well as variables of interest. In our study, we argue that survey researchers should

select and include questions on auxiliary variables in their surveys based on theoret-

ical assumptions about the links to survey participation and substantive variables

of interest and introduce a six-step theory-based approach for selecting adjustment

variables. Further, we proceed with two empirical examples in that we applied our

six-step approach to developing post-surveys adjustment for nonprobability surveys

based on theoretical consideration. To evaluate the effectiveness of the post-survey

adjustments, we compare external benchmarks to estimates derived from models

based on (1) unadjusted survey data, (2) survey data adjusted with standard socio-

demographic weights, and (3) survey data adjusted with the enhanced, theory-based

weights. Although promising in theory, we saw that the approach did not perform

as desired concerning reducing bias in estimates obtained from the nonprobability

survey data in both cases.

4.1 Introduction

Nonprobability online surveys have gained popularity in survey research as they

are easy to conduct, cheap, and fast. Especially nonprobability surveys based on
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self-selection samples (Bethlehem, 2016) where respondents usually volunteer to par-

ticipate in surveys, for instance, by registering on an Internet platform, become more

widespread in survey research. Here, respondents self-select into samples rather than

being randomly selected (Marsden and Wright, 2010). From a theoretical point of

view, inference to the target population is only applicable for these kinds of surveys

under additional distributional assumptions on variables in the target population as

they do not rely on probability-based sampling methods (Mercer et al., 2017). Im-

portantly, owing to the lack of control over the process of selection of respondents

into the survey, the risk of selection bias is high for nonprobability surveys. Selection

bias occurs when variables that have an impact on the survey participation of units

also affects the outcome of variables of interest (Elwert and Winship, 2014; Rohrer,

2018; Wysocki et al., 2022). Thus, the quality of data from nonprobability surveys

is uncertain and researchers must rely on statistical models to control for selection

bias when they intend to generalize on a defined target population (Mercer et al.,

2017).

Recently, researchers have made efforts to develop such statistical models that aim

at reducing selection bias in nonprobability surveys and allow for inferences to be

made about target populations (Loosveldt and Sonck, 2008; Valliant and Dever, 2011;

Ghitza and Gelman, 2013a; Wang et al., 2015; Trangucci et al., 2018; Kennedy and

Gelman, 2021). Crucial for the success of these models in reducing selection bias in

nonprobability surveys is the selection of adjustment variables. These adjustment

variables need to affect both selection into the sample as well as the variables of

interest. If the selected adjustment variables do not fulfill this requirement and the

models applied to control for selection bias do not include the variables that affect

sample selection, as well as variables of interest, then estimates from the survey will
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likely be biased. As a result, any conclusions drawn from the survey about the target

population may be biased2.

However, up to the present rather little attention has been paid to theoretical consid-

erations in selecting variables for use in adjustment models. Also, empirical tests of

whether the chosen variables affect both, selection into a sample, and the outcomes

of interest have been sparse.

In the present study, we address this shortcoming by highlighting the importance

of providing theoretical considerations about relationships between variables used

in adjustments, and the need for empirical examinations on whether the underlying

assumptions hold before running post-survey adjustment models. For this purpose,

we introduce a six-step theory-based approach for selecting adjustment variables. We

further conduct two empirical examples of developing post-surveys adjustment for

nonprobability surveys based on our six-step theory-based approach. The goal of

our study is to contribute to the further enhancement of post-survey adjustments for

nonprobability surveys.

2The variables of interest being independent of the selection of respondents into the survey sample
conditional upon a set of covariates is also called “missing at random” (MAR)(Rubin, 1976;
Schouten, 2007; Little et al., 2020). Including adjustment variables in models that correlate
with survey participation, as well as variables of interest, we assume that selection bias can be
approximate to be “missing completely at random” (MCAR), which means that selection in the
sample is independent of the survey questions (Schouten, 2007).

104



Chapter 4

4.2 Model-based adjustments to reduce selection bias

in nonprobability surveys

There is a growing body of literature investigating how selection bias in nonprobabil-

ity surveys can be reduced by post-survey adjustments (Park et al., 2004; Schonlau

et al., 2007; Loosveldt and Sonck, 2008; Valliant and Dever, 2011; Ghitza and Gel-

man, 2013a; Pasek, 2016; Elliott and Valliant, 2017; MacInnis et al., 2018; Iachan

et al., 2019; Kennedy and Gelman, 2021; Little et al., 2020). A common and widely

used method that aims at correcting for selection bias is the computation of adjust-

ment weights for use in statistical analyses (Wolf et al., 2016). This post-survey

adjustment methods balances the actual distribution of variables in a survey sample

to the known distribution of those variables in the target population. This approach

is also referred to as “superpopulation modeling” (Valliant, 2020).

A variety of statistical procedures can be applied to compute adjustment weights,

for instance, multilevel regression and poststratification (MRP) (Park et al., 2004;

Ghitza and Gelman, 2013a; Kennedy and Gelman, 2021), propensity matching (Val-

liant and Dever, 2011; MacInnis et al., 2018), raking (Iachan et al., 2019), or - more

recently - machine learning approaches (Pasek, 2016; Ferri-García et al., 2021; Kim

et al., 2021). In most cases, the weights are computed based on a selection of

socio-demographic variables, such as age, gender, educational attainment, ethnic-

ity (Loosveldt and Sonck, 2008; Pasek, 2016), or geographical information such as

state (Park et al., 2004; Ghitza and Gelman, 2013a; MacInnis et al., 2018). A pri-

mary reasons for the frequent use of socio-demographics is that this information is

commonly available for both respondents and nonrespondents. Further, some studies
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also included health-related information in adjustment models (Valliant and Dever,

2011; Iachan et al., 2019).

Focusing merely on the statistical computation of survey weights to correct for se-

lection bias in nonprobability surveys, most of these approaches lack links to theory

in the selection of adjustment variables. However, post-survey adjustments are a

promising tool to overcome selection bias in nonprobability surveys only when the

variables used in the models influence both sample selection and the survey outcomes

of interest (Little, 1986; Little and Vartivarian, 2005; Groves, 2006; Valliant and De-

ver, 2018). Groves et al. (1992) take this argumentation even one step further by

stating that post-survey adjustment models “are themselves theories of survey par-

ticipation but are typically the result of”making do” with what variables have been

measured in the survey, not measures of the causes of participation in the survey

at hand”, and “that the specification of such theories should inform the adjustment

process” (Groves et al., 1992, p. 476). Building on this line of argumentation, we

propose that more effort should be invested in justifying the selection of variables

for use in post-survey adjustment models. Also, we intend to raise awareness for the

challenge involved in a theory-based selection of adjustment variables for nonproba-

bility surveys. Accordingly, we suggest that survey researchers should invest effort

in presenting the assumed theoretical interrelations between adjustment variables,

the selection mechanism, and the survey outcomes of interest. Further, we want

to encourage researchers to empirically test whether their assumptions about these

interrelations hold.

An essential challenge in the selection of adjustment variables is the existence and

availability of essentially error-free estimates for these parameters in the target pop-

ulation (cf., Biemer, 2010). However, even if such influential adjustment variables
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exist, error-free estimates for them are often unavailable (Park et al., 2004; Schon-

lau et al., 2009; Valliant and Dever, 2011), or they are just not considered for the

calculation of post-survey adjustments, such as weighting factors (Peytchev et al.,

2018).

To summarize, the variables used in selection bias adjustment models for nonprob-

ability surveys need to satisfy three requirements: First, adjustment variables need

to be correlated with the mechanism of selection into the sample. Second, adjust-

ment variables need to be related to the outcome variables of interest. And third,

essentially error-free estimates of the adjustment variables must be available for all

elements of the target population. Importantly, as surveys differ with respect to

their topics, there will be no universal set of adjustment variables that fully satisfies

all three requirements equally well: Any adjustment variable will inevitably differ in

its relationship with the selection mechanism and the large universe of variables of

interest from different topical areas. Thus, the central challenge for survey research

lies in the identification of adjustment variables that propose to satisfy these require-

ments best concerning the specific survey that is being conducted. Consequentially,

this implies that survey researchers have to adapt their adjustment models to the

specifics of the survey they conduct (i.e., the survey’s topic, the central variables of

interest, or the survey’s context). Figure 4.1 gives an overview of the requirements

that have to be satisfied by adjustment variables.
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Figure 4.1: Requirements for selection bias adjustment variables
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4.3 Enhancing model-based adjustments for

nonprobability surveys: A six step approach

We propose a theory-based strategy for selecting adjustment variables that gears

towards strong correlations of these variables with survey participation, as well as

substantive survey questions. In what follows, we present a six step approach that

practically guides survey researchers in implementing the approach. Table 4.1 gives

an overview of each step of the approach.

Table 4.1: Enhancing model-based adjustments for nonprobability surveys: A six
step approach

1. Select adjustment variables based on theoretical arguments on the proposed
correlation with survey participation and variables of interest.

2. Check whether there is data available to adjust the survey data. Is there benchmark
data that can provide error-free estimates of the adjustment variables?

3. Include the adjustment variables in the survey program.
4. Collect data.
5. Empirically check the assumptions: Do the adjustment variables correlate highly

with (1) survey participation and (2) substantial variables of interest?

6. If the assumed correlations can be found in the data, use the theoretically selected
variables to compute the post-survey adjustments.

4.3.1 STEP 1. Select adjustment variables based on theoretical

arguments on the proposed correlation with survey

participation and variables of interest

This first step is the most crucial in implementing the proposed approach. Specifi-

cally, the difficulty is finding variables that highly correlate with, first, survey out-

comes and, second, survey participation.
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First, as surveys widely differ in their topics, adjustment variables should be selected

with regard to the concepts of interest that are measured in a survey. Therefore,

a profound knowledge about a survey’s topic is a prerequisite for finding suitable

adjustment variables. We suggest close cooperation between survey methodologists

and researchers with a substantial interest in the surveys topic to find adjustment

variables that are strongly related to the central concepts in a survey.

Second, theoretical frameworks of survey participation should inform the selection of

adjustment variables: The prominent general framework by Groves et al. (1992) dis-

tinguishes between societal-level factors, survey design attributes, and the sampled

person’s characteristics. As the impact of these three factors on survey participation

may vary across different setting, we propose that their relation to potential adjust-

ment variables should be considered for each individual survey setting. In addition,

other theoretical frameworks address the cognitive and psychological processes af-

fecting survey response. To provide surveys researchers with guidance in considering

suitable adjustment variables, we briefly outline the central theoretical statements

of the most popular frameworks of survey participation and give some examples of

their application methodological survey research (see Table 4.2).

According to Albaum and Smith (2012) (see also Albaum et al. (1998); Keusch

(2015)), popular theories of survey participation include social-exchange (Blau, 1964),

cognitive dissonance (Festinger, 2001), self-perception (Bem, 1972), and commit-

ment/involvement theory (Becker, 1960). In addition, the theory of compliant behav-

ior (Groves et al., 1992; Groves and Couper, 1998), leverage-saliency theory (Groves

et al., 2000), and the theory of planned behavior (Hox et al., 1995; Bosnjak et al.,

2005; Heerwegh and Loosveldt, 2009) have been applied to explaining survey par-

ticipation. Finally, Voogt and Saris (2003) presented a theoretical explanation for
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participation in surveys on political attitudes and behavior rather than participation

in surveys in general.

Table 4.2: Theoretical frameworks of survey participation

Theoretical framework Central statement Exemplary applications

Social exchange: Blau
(1964)

Perceived benefits exceed
the perceived costs of
participation

Dillman (1991); Groves and
Couper (1998); Dillman
et al. (2014); Dillman
(2022); Greenberg and
Dillman (2023)

Cognitive dissonance:
Festinger (2001)

Individual´s motivation to
participate stems from
avoiding negative feelings
associated with nonresponse

Hackler and Bourgette
(1973); Furse and Stewart
(1982); Furse and Stewart
(1984)

Self-perception: Bem (1972) Individuals participate to
keep their behavior
consistent with their
favorable self-perception

Allen et al. (1980); Hansen
(1980); Evangelista et al.
(2012)

Commitment/ involvement:
Becker (1960)

Individuals who are highly
committed to responding to
surveys are more likely to
respond

Albaum et al. (1998);
Evangelista et al. (2012)

Planned behavior: Ajzen
(1985); Ajzen (1991)

Participation as
consequence of a behavioral
intention to participate

Hox et al. (1995); Bosnjak
et al. (2005); Heerwegh and
Loosveldt (2009)

Compliant behavior:
Cialdini and Goldstein
(2004)

Response-acquiescence to a
particular kind of
communication - a request

Groves et al. (1992); Groves
and Couper (1998)

Leverage-saliency: Groves
et al. (2000)

Attributes of the survey are
salient and a leverage for
decision to respond

Marcus et al. (2007);
DeCamp and Manierre
(2016)

Social isolation and
attachment to society:
Voogt and Saris (2003)

Participation in a political
survey is driven by social
involvement and
attachment to society

Sciarini and Goldberg
(2015); Sciarini and
Goldberg (2016); Walgrave
et al. (2016)

Of note, a common feature of these theoretical frameworks is that they were devel-

oped for explaining survey participation in traditional sample surveys, often cross-

sectional surveys that rely on a random selection of respondents3. That said, it

3E.g.,the examples we mentioned for the application of there theoretical frameworks all apply them
to probability samples (Hackler and Bourgette, 1973; Allen et al., 1980; Hansen, 1980; Furse and
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remains unclear to what extent these traditional approaches can be adopted for ex-

plaining participation in nonprobability surveys that sample their respondents from

self-selective opt-in online panels. Processes of decisions for or against participation

in a specific survey is most likely very different for these kinds of nonprobability sur-

veys than for surveys that rely on established probability-based sampling methods.

4.3.2 STEP 2. Check whether there is data available to adjust

your survey data to

After having identified adjustment variables that - from a theoretical perspective

- should be correlated with survey participation as well as the variables of interest,

researchers then need to find error-free estimates of these adjustment variables for the

target population. Data from official statistics such as administrative data or data

from mandatory censuses offer a best choice data source as these data are usually

much less biased by sampling, coverage, nonresponse, or measurement errors. In

addition, they are often available for many different target populations.

Stewart, 1982, 1984; Dillman, 1991; Groves et al., 1992; Hox et al., 1995; Albaum et al., 1998;
Groves and Couper, 1998; Bosnjak et al., 2005; Marcus et al., 2007; Heerwegh and Loosveldt,
2009; Evangelista et al., 2012; Dillman et al., 2014; Sciarini and Goldberg, 2015; DeCamp and
Manierre, 2016; Sciarini and Goldberg, 2016; Walgrave et al., 2016; Dillman, 2022; Greenberg
and Dillman, 2023).
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4.3.3 STEP 3. Include the adjustment variables in your survey

program

To avoid differences in measurement between benchmark data and survey data, we

recommend using an identical or at least very similar operationalization for the se-

lected construct as in the data collection of the source (e.g., official registry data,

census data).

4.3.4 STEP 4. Collect data

Collect survey data as planned.

4.3.5 STEP 5. Empirically check your assumptions: Are the

adjustment variables suffiecently correlated with (1) survey

participation and (2) substantial variables of interest?

In the fifth step, we propose to empirically check whether the assumed correlations

of the selected adjustment variables with survey participation and variables of in-

terest can be found in the data. There are a few studies examining the strength

of correlations between adjustment variables and survey variables, as well as survey

participation and the resulting ability to reduce bias. All these studies found that

the ability to reduce bias increases with the strength of the correlation [Little and

Vartivarian (2005); Geuzinge et al. (2000); Kreuter et al. (2007); Yan and Raghu-

nathan (2007); Maitland et al. (2008); Kreuter and Olson (2011);]. Further, some
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studies examined the possibility of reducing bias for different kinds of correlations

between adjustment variables and survey participation, as well as survey variables.

First, a simulation study by Little and Vartivarian (2005) shows adjustments do not

decrease bias if the adjustment variables correlate strongly with survey questions

but not so with survey participation. Second, another simulation demonstrates that

already moderate associations between adjustment variables, survey variables, and

survey participation are sufficient to decrease bias in tendency (Kreuter and Olson,

2011, p. 327). However, if the direction of this association differs between survey

participation and survey variables, and the model does not include all relevant ad-

justment variables, this is not the case anymore (Kreuter and Olson, 2011). Thus,

researchers not only have to consider the strength of associations between adjust-

ment variables, survey variables, and survey participation, but also whether these

associations are in the same direction.

To summarize, previous simulation studies show that the strength and direction of

correlations between adjustment variables, survey variables, and survey participation

affects the ability of post-survey adjustments to reduce bias.

4.3.6 STEP 6. If the assumed correlations can be found in your

data, use the theoretically selected variables to compute

your post-survey adjustments and weight the data

The last step includes the computation of survey weights. We recommend that

variables to be included in the adjustment models should at least be moderately cor-

related with indicators of survey participation and the survey variables of interest.
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When calculating post-survey adjustments, different methods can be applied (Val-

liant and Dever, 2018; Valliant et al., 2018). However, the present study is concerned

with a strategy for selecting suitable adjustment variables as opposed to properties of

different statistical procedures for computing weights. Thus, we will not give general

recommendations on methods for the calculation of adjustment weights.

4.4 Part II: Empirical applications of the six step

approach

In the following, we present two empirical applications of the six-step strategy: Both

studies rely on surveys about political attitudes and behavior in Germany, based on

samples from a German opt-in online panel (Respondi AG). We apply the six-step

approach for selecting adjustment variables in both studies. To investigate whether

the adjustments successfully correct for selection bias, we compare estimates for the

outcome of two elections in Germany to (1) the unadjusted survey data, (2) survey

data adjusted with standard socio-demographic weights, and (3) survey data adjusted

with the enhanced, theory-based weights. We hypothesize that bias in these estimates

is lowest for the survey data adjusted with the enhanced, theory-based weights for

both studies. In what follows, we give a detailed description of how we implemented

the adjustment variable selection process.
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4.4.1 STUDY I: Using COVID-19 vaccination status for

adjusting a nonprobabilty survey on politics and elections

In our first study, we used the respondents’ COVID-19 vaccination status as an

adjustment variable for adjusting a nonprobability survey on political attitudes and

behaviors in Germany.

4.4.1.1 STEP 1. Proposed correlation of COVID-19 vaccination with survey

participation and variables of interest

Concerning vaccinations against COVID-19, we assume complex relations with fac-

tors that drive the process of survey participation on the one hand, and political

attitudes and behaviors on the other hand.

Let us first dive into to the assumed association of COVID-19 vaccination with survey

participation. We assume a strong correlation here: We propose that voluntary

participation in a survey and vaccination against COVID-19 can be attributed to

compliant behavior(Cialdini and Goldstein, 2004; Wetzel and Hünteler, 2022).

First, both represent a particular kind of response to a particular request. Getting

vaccinated was supported and recommended by many national governments. Also,

the German government initiated a comprehensive campaign to foster COVID-19

vaccinations in the population4. With this, citizens were directly confronted with

the request to get vaccinated. With receiving an invitation to participate in a survey

also representing a request (Groves et al., 1992) to a particular kind of response,

4https://www.bundesgesundheitsministerium.de/presse/pressemitteilungen/neue-kampagne-
gibt-84-gruende-fuer-corona-schutz.html
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namely participation in a survey, we assume that both survey participation and vac-

cination for COVID-19 can be understood as compliant behavior. Second, Cialdini

and Goldstein (2004) elaborate that norms play a pivotal role in compliant behav-

ior. Regarding getting vaccinated against COVID-19, we assume norms impact an

individual’s decision (Agranov et al., 2021; Baeza-Rivera et al., 2021; Ryoo and Kim,

2021; Jaffe et al., 2022; Rabb et al., 2022). During the second phase of the Corona

pandemic in 2021, the World Health Organization (WHO)) advised the general public

to get vaccinated against COVID-195. This recommendation was supported by many

national governments and accompanied by the introduction of temporary rules and

laws restricting social contacts and activities - such as visiting public places, going

to the cinema/theater, or even restaurants- to those vaccinated against COVID-19.

With these rules, non-vaccinated adults were sanctioned by being prohibited from

participating in many areas of public life.

In the theory of compliant behavior, adopting a particular behavior to suffer from

being sanctioned for non-behaving is defined as an injunctive norm (Cialdini and

Goldstein, 2004). With this, getting vaccinated against COVID-19 can be under-

stood as injunctive norm. Concerning survey participation, we also assume norms to

influence the participation decision. According to the theory of compliant behavior,

respondents tend to participate in surveys based on the assumption that they are

obliged to because (1) other individuals would also participate if they had been asked

to (social norms) and (2) they do not want to get sanctioned for non-participating

(injunctive norms) (Groves and Couper, 1998; Cialdini and Goldstein, 2004). To

5The WHO thereby declared that “getting vaccinated is one of the most important things you
can do to protect yourself against COVID-19, help end the pandemic and stop new vari-
ants emerging” (https://www.who.int/emergencies/diseases/novel-coronavirus-2019/covid-19-
vaccines/advice).
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summarize, we assume a strong correlation between survey participation and getting

vaccinated against COVID-19, representing a request for a particular behavior and

being based on norms.

Second, we also assumed strong associations between the likelihood of getting the

COVID-19 vaccination and political attitudes and behavior. Getting vaccinated

against COVID-19 or not was a highly polarized issue during the second phase of

the Corona pandemic in Germany but also in other nations. The controversy was

carried out in the public and political sphere (Sabahelzain et al., 2021). While many

democratic national governments supported vaccination campaigns and enacted regu-

lations that made participation in public activities dependent on vaccination status,

others, often more populist governments, vehemently opposed getting vaccinated.

Thus, we assumed that vaccinating for COVID-19 is related to higher support for

democracy, higher satisfaction with democratic leaders, and individual voting deci-

sions (El-Mohandes et al., 2021; Killgore et al., 2021; Latkin et al., 2021; Travis et al.,

2021; Roberts et al., 2022).

In addition, previous research has consistently shown that attitudes toward COVID-

19 vaccination were correlated with political attitudes (Edwards et al., 2021; El-

Mohandes et al., 2021; Killgore et al., 2021; Latkin et al., 2021; Travis et al., 2021;

Roberts et al., 2022; Schernhammer et al., 2022; Serani, 2022). Mostly, these studies

provided an indication that adults holding conservative social attitudes also reported

being less likely to get vaccinated compared to adults holding liberal-social attitudes

(El-Mohandes et al., 2021; Killgore et al., 2021; Latkin et al., 2021; Travis et al., 2021;

Roberts et al., 2022). Further, some studies suggested that a lack of vaccine accep-

tance was related to a lack of trust in the government (Schernhammer et al., 2022;

Yuen, 2022), authorities and scientists (Lindholt et al., 2021; Travis et al., 2021), and
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positively connected to populist attitudes (Edwards et al., 2021). Finally, some stud-

ies found a correlation between attitudes toward COVID-19 vaccination and actual

voting behavior with voters of populist parties are less likely to get vaccinated (Saba-

helzain et al., 2021; Serani, 2022). Taken together, these studies provided consistent

indications for a correlation between political attitudes and COVID-19 vaccinations

across the globe6. We assumed that these findings also apply to the German con-

text. Thus, we expected that COVID-19 vaccination status is strongly correlated to

political attitudes and voting decisions.

4.4.1.2 STEP 2. Available registry data for COVID-19 vaccination

To calculate adjustment weights based on COVID-19 vaccination status, we use

data provided by the Robert-Koch-Institute (RKI), the leading bio-medical research

institution in Germany. In their “digital vaccination rate monitoring”, the RKI

published indicators of the vaccination rate in Germany per age group and federal

state. Since this data is available daily, we computed the mean proportion of adults

vaccinated over the data collection period of the nonprobability online survey.

An essential limitation of the RKI Data for our purposes was that they were only

available for adults living in Germany and not the German electorate, which was the

target population of our survey. However, due to the substantial overlap between

the German electorate and the resident population7, we assumed that the effect on

the accuracy of the survey adjustment weights should be rather neglectable.

6For studies in US see: El-Mohandes et al. (2021); Killgore et al. (2021); Latkin et al. (2021);
Roberts et al. (2022), Europe see: Lindholt et al. (2021); Schernhammer et al. (2022), Asia
see:Yuen (2022), Australia see: Edwards et al. (2021).

7for more information, see: https://www.bundeswahlleiter.de/info/presse/mitteilungen/
bundestagswahl-2021/01_21_wahlberechtigte-geschaetzt.html
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4.4.1.3 STEP 3. Questions on COVID-19 vaccination included in our survey

program

COVID-19 vaccination status was measured with the following question: “Have you

been vaccinated against COVID-19 or not? By this we mean that you have been

vaccinated with at least one dose of one of the vaccines approved in Germany.” Vacci-

nation status was dummy coded with 1 meaning that respondents did get vaccinated

and 0 that they did not get vaccinated.

4.4.1.4 STEP 4. Data collection

The data for this study comes from the German Longitudinal Election Study (GLES).

Specifically, we use data from the GLES control group III, an online survey with

1,232 respondents from a commercial German opt-in online panel operated by Re-

spondi.AG. The online panel members were recruited via advertisements placed on

various Internet platforms (GLES, 2022). The respondents for the GLES survey were

selected using quotas for gender, age, and level of education. Data collection started

right after the Federal Election in Germany in 2021, and the fieldwork period was

two weeks (2021-09-29 - 2021-10-12).

4.4.1.5 STEP 5. Correlations of COVID-19 vaccination with survey

participation and political attitudes and behavior in our survey data

To test whether our assumption about the strong association between COVID-19

vaccination with survey participation and political attitudes and behavior holds, we

compute pearson correlation coefficients, using the R command cor.
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Following our theoretical argumentation, we assume COVID-19 vaccination status to

correlate with a range of political attitudes, namely holding conservative or populist

attitudes, as well as trust in parliament/institutions 8.

For the correlation between COVID-19 vaccination status and survey participation,

we are not able to directly measure whether these two variables correlate with each

other. We will measure this assumed correlation indirectly. As stated above, we

assume COVID-19 vaccination status to correlate with participation in a scientific

survey on political attitudes and behavior since both variables are associated with

adhering to norms. Therefore, we assume adhering to norms to be higher among

vaccinated adults. We use the item whether individuals believe that voting gener-

ally is a civic duty (Voogt and Saris, 2003), and whether respondents followed our

instructions in an implemented attention check (Silber et al., 2022) to empirically

check whether our assumption holds 9. Table 4.3 shows the correlations between

COVID-19 vaccination status with survey participation, as well as political attitudes

and behavior.

Altogether, this table shows that the assumed correlations between being vaccinated

against COVID-19 with survey participation and political attitudes and behavior

are rather low in our data set. Concerning survey participation, the correlation be-

tween following the instructions on the attention check and being vaccinated against

COVID-19 is almost zero (0.03). Further, to being vaccinated against COVID-19

and adhering to norms, we find a moderate positive correlation (0.22).

For political attitudes, we find weak negative correlations between being vaccinated

against COVID-19 and conservative (-0.16), as well as populist attitudes (-0.14), in-
8For a detailed description of the operationalization of these variables, see appendix (C.2).
9For a detailed description of the operationalization of these variables, see appendix (C.2).
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Table 4.3: Correlations of COVID-19 vaccination with survey participation and vari-
ables of interest.

Variable Coefficient

Survey Participation
Attention check 0.03
Voting norm 0.22

Political Attitudes
Conservative -0.16
Populist -0.14
Trust in institutions 0.33

Political Behavior
Voting: Populist -0.32

Note:
Correlation with being vaccinated
against COVID-19 (yes); Coefficient
= Pearson correlation coefficient.

dicating that vaccinated individuals are less likely to hold conservative or populist

attitudes. We further find a positive, moderate correlation between trust in insti-

tutions and being vaccinated against COVID-19 (0.33), indicating that vaccinated

individuals are more likely to trust institutions than non-vaccinated. These findings

are -in a directional sense- in line with what we expected. However, the correlations

are weaker than we expected. The findings are in line in what we expected for vot-

ing for the populist party. We find a moderate negative correlation (-0.32) which

indicates that vaccinated individuals are less likely to cast a ballot for the populist

party.

Overall, the correlations are primarily weak and partly do not correspond to our

assumptions. Accordingly, we suspect that the resulting enhanced, theory-based

weights may be less effective in minimizing bias. Following our six-step approach

we would, based on these weak correlations, recommend not to use the theoretically

selected variables to calculate adjustment weights. However, the aim of this chapter
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is to present an empirical application of the six-step strategy. Therefore, we we

will calculate the weights in the next step, to provide a detailed description of our

approach.

4.4.1.6 STEP 6. Calculation of COVID-19 vaccination post-survey

adjustments

We calculate all post-survey adjustment weights using the same approach as

the GLES survey program, post-stratification (GLES, 2022). The actual post-

stratification weighting factors are computed using iterative proportional fitting

(IPF) (Deming and Stephan, 1940; Bergmann, 2011). This method gradually adjusts

the actual distribution of the individual cells to the respective target distribution of

the weighting variables10.

Standard socio-demographic weights are provided by the GLES (GLES, 2022a). They

are computed using the information on age, gender, and level of education. The

actual distribution of variables in the data set is adjusted to the distribution of the

reference from the German Microcensus 2019.

To compare the bias in estimates of (1) the unadjusted survey data, (2) survey data

adjusted with standard socio-demographic weights, and (3) survey data adjusted with

the enhanced, theory-based weights, we use two types of bias measurement: First,

we calculate the absolute bias for individual variables as the difference between the

estimate and the benchmark. Second, we calculate the absolute relative bias, which

10The process of adjustment is finished when the difference between the weighted marginal distri-
bution of all factors and the target distribution undercuts the abort criterion of 0.057. In order
to prevent extremely large weighting factors; the factors are trimmed to the quadruple mean
value of the weighting variable (thus five) after every step of the iteration process.
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is a measure of the average difference between the estimates in the survey and the

outcomes of the election. Mathematically, the absolute relative bias is defined as:

𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒𝑅𝑒𝑙𝑎𝑡𝑖𝑣𝑒𝐵𝑖𝑎𝑠(𝑌 ) =
𝑛

∑
𝑖=1

( ̂𝑦𝑖 − 𝑦𝑖)
𝑛

, where

𝑛

denotes the number of variables considered,

𝑦𝑖

denotes the values of these variables observed in the target population, and

̂𝑦𝑖

denotes the values of these variables estimated by the survey. To calculate the

absolute relative bias, we dichotomized the variables. As population parameters, we

use validated benchmark data that covers voting behavior (turnout, party vote).

Figure 4.2 graphically illustrates the differences between the values of the variables

in the benchmark data and (1) the unadjusted survey data, (2) survey data adjusted

with standard socio-demographic weights, and (3) survey data adjusted with the

enhanced, theory-based weights. The benchmark values of the variables estimated

with the survey data are shown utilizing a horizontal line, whereas estimates with

95% confidence intervals are displayed for the survey data.

Altogether, we see hardly any differences in the three estimates. Regarding our
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hypothesis, namely that the bias of these estimates is lowest for the survey data ad-

justed with the enhanced, theory-based weights, let us first compare the estimates of

survey data adjusted with the enhanced, theory-based weights with the unadjusted

survey data. Here, we see that for estimating turnout, the proportion of voters of the

left-wing party (DIE LINKE) and the social democratic party (SPD) this hypothesis

fits with our data. However, the differences are minor. Further, we see that for

some variables adjusting survey data with the enhanced, theory-based weights even

increases the bias compared to the estimates of the unadjusted survey data. This

is true for estimating the proportion of green party voters, voters of the populist

party (AfD), and small splinter parties (other party). The picture is similar when

comparing estimates based on the (2) survey data adjusted with standard socio-

demographic weights and (3) survey data adjusted with the enhanced, theory-based

weights. Here, for estimating the proportion of green party voters, left-wing party

voters (DIE LINKE), voters of the social democratic party (SPD), and turnout, the

enhanced, theory-based weights perform better than the standard socio-demographic

weights. However, for estimating the proportion of voters of the conservative party

(CDU/CSU), the liberal party (FDP), the right-wing party (AfD), as well as small

splinter parties (other party), the standard socio-demographic weights perform bet-

ter.

Table 4.4 quantifies the differences by reporting the (absolute) relative bias in the

estimates for (1) the unadjusted survey data, (2) survey data adjusted with standard

socio-demographic weights, and (3) survey data adjusted with the enhanced, theory-

based weights. We find that none of the adjustment weights effectively helps in

reducing the absolute relative bias. Adjusting survey data with the enhanced, theory-

based weights does not impact the absolute relative bias. With this finding, we must
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Figure 4.2: Point estimates in survey data compared to benchmark statistics
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Table 4.4: Bias across the different survey weights

Variable Unadjusted
survey data

Survey data +
standard socio-demographic

weights

Survey data +
enhanced,theory-based

weights

Turnout 0.105 0.116 0.103
SPD 0.009 0.039 0.000
CDU/CSU -0.106 -0.100 -0.109
Green Party -0.016 -0.026 -0.020
FDP 0.012 0.006 0.010
AfD 0.039 0.032 0.051
DIE LINKE 0.016 0.018 0.016
Other Party 0.054 0.039 0.059
Total

Absolute relative bias 0.014 0.015 0.014

reject our hypothesis that the bias is the slightest for the survey data adjusted with

the enhanced, theory-based weights. We suggest this finding may be attributed to

low correlations between COVID-19 vaccination status with variables of interest and

survey participation, an empirical finding that is not in line with our theoretical

expectation and findings from previous studies.

Moreover, adjusting survey data with standard socio-demographic weights increases

the absolute relative bias. This finding cautions us that misspecification in weighting

models can worsen things.

4.4.2 STUDY II: Using Internet usage patterns for adjusting a

nonprobability survey on politics and elections

In our second study, we used information on the different ways of private Internet

usage for adjusting a nonprobability survey on political attitudes and behaviors in

Germany. With patterns of Internet usage, we refer to the manifold ways in which
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people make use of Internet-based services such as social media, online participation

in political activities and processes, or searching for information in Web-based news-

papers. In the following, we elaborate on why we assume that different patterns of

Internet usage are related to survey participation, as well as political attitudes and

behavior.

4.4.2.1 STEP 1. Proposed correlation of Internet usage patterns with survey

participation and variables of interest

Concerning Internet usage patterns, we assume complex relations to survey partici-

pation on the one hand and political attitudes and behaviors, on the other hand.

First, we assume a positive association of survey participation with different Internet

usage patterns. Concerning the assumed association of survey participation and

social media usage, this assumption is based on the social isolation hypothesis (Voogt

and Saris, 2003). According to this theory, social involvement is one main predictor

of survey participation in political surveys. Voogt and Saris (2003) suggested that

people involved in many social groups should be intensely interested in politics and

highly likely to participate in surveys. Social involvement takes place offline and

online, as social media can be understood as a specific kind of social group (Park

et al., 2009; Skoric et al., 2009; Gil de Zúñiga and Valenzuela, 2011; Skoric and

Zhu, 2016). Therefore, we assume that participating in social networks is linked to

political interest and a higher probability of participating in a survey about political

attitudes and behavior.
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Further, the German online panel provider our respondents are recruited from ad-

vertises participating in its online panel on, among others, social media platforms11.

Thus, we assume that social media usage is linked to a higher probability of being

invited to become an online panel member.

Second, we also assume a positive association between online participation in political

activities and processes and survey participation, as well as searching for Information

in Web-based newspapers. Participating online in political activities and processes,

as well as seeking Information in Web-based newspapers, can be understood as a par-

ticular pattern of political behavior, and one explanatory factor of political behavior,

also in the online realm, is interest in politics (Gil de Zúñiga et al., 2014; Saldaña

et al., 2015; Boulianne, 2016; Wolfsfeld et al., 2016). Political interest, again, rep-

resents a political survey interest in the survey topic. As it is well established that

topic interest is a significant factor that affects survey participation, we suggest that

the probability of participating in a survey on politics and elections is positively re-

lated to a person’s interest in politics (Hansen, 1980; Furse and Stewart, 1984; Ajzen,

1985; Dillman, 1991; Poon et al., 1999; Groves et al., 1992, 2000; Voogt and Saris,

2003).

Regarding political attitudes and behavior, we also assume strong associations with

different Internet usage patterns. Altogether, we can identify three theoretical ar-

guments for why and how different patterns of Internet usage influence political

participation (for a summary, see: Boulianne, 2019).

First, the Internet offers individuals information on political issues and current or

upcoming (political) events. Thus, participating in social media, as well as seeking
11for a detailed information on the recruitment strategy of the panel provider, see: https://www.

respondi.com/wp-content/uploads/2021/03/respondi_panel-quality-2021.pdf?cf_id=3397
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information in Web-based newspapers, may raise awareness for political issues or

events and may also positively impact a user’s likelihood to engage in politics in

the offline realm (Gil de Zúñiga et al., 2014; Saldaña et al., 2015; Boulianne, 2016;

Wolfsfeld et al., 2016).

Second, actively involved individuals may be more likely to engage in politics, as

being part of a network increases the likelihood of being asked to participate in

politics (Park et al., 2009; Skoric et al., 2009; Gil de Zúñiga and Valenzuela, 2011;

Skoric and Zhu, 2016). Social media platforms are tools for building both informal

and formal personal networks, we assume a positive association between political

and social network participation.

Third, the Internet offers the opportunity to express personal opinions and discussing

political issues. By this, social media platforms as well as online participation in

political activities and processes may enhance political knowledge (Saldaña et al.,

2015) and increase the chance that people share their opinions on politics with others

the offline realm (Kushin and Yamamoto, 2010; Jung et al., 2011; Gil de Zúñiga et al.,

2014; Lu et al., 2016).

Building on these arguments, we expect that Internet usage patterns should posi-

tively affect political participation. However, some authors (Gil de Zúñiga et al.,

2010; Jung et al., 2011; Chan and Guo, 2013; Chan, 2016) have argued those ways in

which people make use of Internet-based services such as social media, online partici-

pation in political activities and processes, or searching for information in Web-based

newspapers only indirectly influence online political participation. According to this

position, the association is mediated by increased political efficacy. We, therefore,
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included measures on political efficacy in our data analysis (Gil de Zúñiga et al.,

2010; Jung et al., 2011; Chan and Guo, 2013; Chan, 2016).

4.4.2.2 STEP 2. Available registry data for Internet usage patterns

We use data from the German Microcensus 2021 to calculate the enhanced, theory-

based weights for different Internet usage patterns, As our dataset consists of re-

spondent from Lower Saxony, we use benchmark data provided by the statistical

office of Lower Saxony. Since 2021 the German Microcensus has included measures

of private Internet usage as part of the use of the information technologies module.

We used data on social media usage, reading online newspapers or magazines, and

online political participation of adults with German citizenship aged 18 and older.

4.4.2.3 STEP 3. Measures of Internet usage included in our survey program

To investigate how and to what extent survey respondents use the Internet for private

purposes, we included the following question in our questionnaire: “For what private

purposes did you use the Internet in the last three months?” We further added

the following note to clarify what we mean with Internet usage for private purposes:

“Please, also think about app usage with any Internet-enabled devices (e.g., desktop

PC, laptop, tablet, smartphone, game console, e-book reader)”. The same note was

also included in the questionnaire of the microcensus. We asked whether respon-

dents used the Internet for (a) participating in social networks (e.g., creating a user

profile, posting messages or other posts on Facebook, Twitter, Instagram, Snapchat,
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or other social networking sites); (b) reading online news, online newspapers, or on-

line magazines; and (c) socio-political participation (writing opinions on political or

social issues on Websites, participating in deliberations, or voting on political or so-

cial, or community issues online). The variables were dummy coded with 1, stating

that respondents used the Internet for the mentioned purpose and 0, stating that

respondents did not use the Internet for the mentioned purpose.

4.4.2.4 STEP 4. Data collection

We used data from the GLES Panel, a multi-wave panel initiated in 2016. Respon-

dents were recruited in the online panel Respondi.AG, using quotas on gender, age,

and education (GLES, 2023). The initial sample comprised 15,802 respondents. Our

study used data from the 23rd wave, conducted between October 12 and 25, 2022,

after the state election in Lower Saxony. As benchmark data was only available for

Lower Saxony, we ran our analyses on a subsample of 1,221 complete interviews from

respondents living in this state.

4.4.2.5 STEP 5. Correlations of Internet usage patterns with survey

participation and political attitudes and behavior in our survey data

To empirically check whether our assumptions holds that Internet usage patterns

correlate with (1) survey participation and (2) political attitudes and behavior, we

calculate pearson correlation coefficients, using the R command cor.

For the correlation between different Internet usage patterns and survey participation,

we cannot directly measure whether there is an association. However, we measure this
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assumed correlation indirectly. As stated above, we assume that different Internet

usage patterns are associated with political interest, which is, in turn, related to the

probability of participating in a survey on politics and elections. We measure the

respondents’ interest in politics to investigate whether this assumption holds.

Regarding variables of interest, we calculate correlation coefficients for each category

of Internet usage and political participation. To measure political participation, we

use data on voting behavior, namely whether respondents voted in the previous

federal or state election. In addition, we use voting intention as a more general

measure of voting behavior. Further, as some authors state a more indirect effect of

social media usage and political participation mediated by internal political efficacy,

we also compute correlation coefficients between each category of Internet usage and

internal political efficacy12.

Table 4.5: Correlations of Internet usage with survey participation and variables of
interest

Internet usage Political attitudes/behavior

political interest internal efficacy voting intention voted in previous election

Social media usage 0.03 0.00 -0.01 0.00
Online news consumption 0.24 0.25 0.15 0.15
sharing opinion 0.28 0.28 0.13 0.11

Note: Coefficient = Pearson correlation coefficient.

Table 4.5 presents the correlations between Internet usage patterns and measures

of survey participation as well as political attitudes and behavior. We find moder-

ate positive correlations between political interest and sharing one’s opinion about

politics online and online news consumption. These findings indicate that higher

Internet usage is related to a more substantial political interest. Looking at the

12For a detailed description of the operationalization of these variables, see appendix (C.3).
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correlation between social media usage and political attitudes and behavior, we do

not find a notable association. This finding can be attributed to the assumption that

many individuals do not use social media for political purposes. Some researchers

argue that using social media alone does not imply individuals getting in contact

with political content (Vissers and Stolle, 2014; Skoric and Zhu, 2016; Boulianne and

Theocharis, 2020) and, therefore, does not provide a sufficient condition to encourage

political participation. What matters more is whether individuals actively use these

platforms for political communication or to inform themselves about politics (Vissers

and Stolle, 2014; Skoric and Zhu, 2016; Boulianne and Theocharis, 2020). Looking

at sharing one’s opinion about politics online and online news consumption - two

variables that directly target using the Internet for political purposes- the picture is

somewhat different. Here, we see positive medium strong correlations with internal

political efficacy. However, the correlations with political behavior (voting intention

and voted in the previous election) are weak.

Altogether, these findings show that the assumed correlations between different In-

ternet usage patterns and substantial variables of interest, as well as survey partici-

pation, are weaker than we expected. As in study I, we would therefore - following

our six-step, recommend not to use the theoretically selected variables to calculate

adjustment weights. However, to present an empirical application of the six-step

strategy, we we will calculate the weights in the next step.

4.4.2.6 STEP 6. Calculation of Internet usage post-Survey adjustments

As in study I, we compute post-stratification survey weights (GLES, 2023). In con-

trast, however, we have to rely on the Information provided by the statistical office
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of Lower Saxony, which includes gender and education but, unfortunately, not age.

Thus, the standard socio-demographic weight does not adjust for age.

As before, we use the absolute and the absolute relative bias as measures of bias in the

estimates across different survey weights. Figure 4.3 shows the estimates for different

variables with 95 percent confidence intervals for (1) the unadjusted survey data, (2)

survey data adjusted with standard socio-demographic weights, and (3) survey data

adjusted with the enhanced, theory-based weights. As population parameters, we

use benchmark data on voting behavior (turnout, party vote, depicted as horizontal

lines).

As in study I, we do not find substantive differences in the estimates across adjusted

and unadjusted survey data. Regarding the estimates for voter turnout and the pro-

portion of voters of the green party, the results align with the hypothesis that the

bias is lowest if the data is adjusted with the enhanced, theory-based weight. How-

ever, the differences are minor. Further, we see that adjusting survey data with the

enhanced, theory-based weights increases the bias compared to the estimates derived

from the unadjusted survey data for some variables. This is true for the proportion

of voters for the left-wing party (DIE LINKE) voters, the social democratic party

(SPD), and splinter parties (other party). Comparing estimates derived from the (2)

survey data adjusted with standard socio-demographic weights and (3) survey data

adjusted with the enhanced, theory-based weights, the picture is similar: The bias is

lower for estimates of the voters of the left-wing party (DIE LINKE), splinter parties

(other party), and voter turnout if data is adjusted with the enhanced, theory-based

weights. However, for the proportion of voters of the liberal party (FDP) and the so-

cial democratic party (SPD), the standard socio-demographic weights result in more

accurate estimates, although the differences are again negligible.
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Figure 4.3: Point estimates in survey data with different weights applied
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Table 4.6 reports the differences in the (absolute) relative bias for the (1) unadjusted

survey data, (2) survey data adjusted with standard socio-demographic weights, and

(3) survey data adjusted with the enhanced, theory-based weights. As in study I, none

of the adjustment weights effectively reduces the absolute relative bias. Although

the results support the hypothesis that the bias is lowest for the survey data adjusted

with the enhanced, theory-based weights, the relative bias reduction is minimal (0.3

percentage points). As in study I, one possible explanation for this finding is weak

correlations between the patterns of Internet usage and the variables of interest, as

well as survey participation. This observation is inconsistent with our theoretical

expectations and contradicts findings from previous studies.

Moreover, adjusting the data with standard socio-demographic weights amplifies the

absolute relative bias in estimates of voting behavior. Like in study I, we take this

finding as a warning that misspecification in adjustment models can exacerbate biases

in estimates and lead to erroneous conclusions.

Table 4.6: Bias across the different survey weights.

Variable Unadjusted
survey data

Survey data +
standard socio-demographic

weights

Survey data +
enhanced,theory-based

weights

Turnout 0.239 0.245 0.212
SPD -0.003 -0.002 0.015
CDU -0.090 -0.088 -0.087
Green Party 0.046 0.031 0.030
FDP 0.002 0.000 -0.006
AfD -0.004 0.001 -0.002
DIE LINKE 0.016 0.019 0.017
Other Party 0.033 0.039 0.033
Total

Absolute relative bias 0.030 0.031 0.027
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4.5 Discussion

This contribution aimed to introduce an approach that rests on a theoretically and

empirically informed selection of variables to be used in adjusting data from non-

probability online surveys. By introducing a six-step strategy, we suggested that

considering variables that are associated with both survey participation and sub-

stantive variables of interest increase the effectiveness of post-survey adjustments in

reducing selection biases. However, the results from two studies, in that we imple-

mented the proposed six-step strategy, consistently showed that adjusting the data

from nonprobability online surveys with enhanced, theory-based weights did not sub-

stantively reduce selection biases in estimates of voting behavior compared to the

unadjusted data and data adjusted with standard socio-demographic weights. While

using COVID-19 vaccination status as an adjustment ultimately failed to reduce bi-

ases in the estimates in study I, adjusting the nonprobability survey data on Internet

usage patterns resulted in a minimal reduction of the absolute relative bias. A rea-

sonable explanation for the poor performance of the enhanced, theory-based weights

were the weak correlations of the selected adjustment variables with measures of (1)

survey participation, and (2) political attitudes and behavior.

One rationale might explain the weak correlation of the selected adjustment vari-

ables with survey participation that we observed in our data: To choose adjustment

variables which are substially related to survey response, we referred to traditional

theoretical frameworks of survey participation. In thesen frameworks, Factors such

as as adhering to norms and interest in the survey´s topic play a pivotal role in

explaining the the decision to participate in a survey. Particularly, methodological

studies on participation in surveys on politics and elections often stress the impor-
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tance of peoples’ general interest in politics (e.g. Sciarini and Goldberg, 2016). In

study I, we used indicators of norm adherence (voting as norm, complying with the

instructions of an attention check) and interest in the survey’s topic (interest in pol-

itics) as proxies for the willingness to participate in the survey. However, we take

the finding of weak correlations with COVID-19 vaccination status as an indication

that other factors, such as, for example, financial motives, may be more relevant in

explaining survey participation by members of nonprobability opt-in online panels.

To date, only a few studies have sought to understand what brings people to join

opt-in online panels and how they decide whether or not to participate in specific

surveys (Brüggen et al., 2011; Keusch et al., 2014). The findings from these studies

suggest that factors influencing the decision to participate in a survey substantially

differ between respondents recruited by random selection methods and respondents

recruited from self-selective online panels. For the latter, enjoying answering surveys

(Brüggen et al., 2011; Keusch et al., 2014) and monetary incentives (Brüggen et al.,

2011; Keusch et al., 2014) are very important motives that positively influence the

decision to participate in surveys. Moreover, Keusch et al. (2014) found that in online

panels, a survey’s topic positively affected response by fresh online panel members

but did not influence paticipation decisions by experienced panel members (Keusch

et al., 2014). Thus, we conclude that traditional theoretical explanations of survey

participation may not be transferable to nonprobability surveys with respondents

from online panels without restrictions.

The goal of enhancing model-based adjustments for nonprobability surveys, therefore,

necessitates the further development of theoretical frameworks for explaining the

multifaceted selection mechanisms that affect participation in these kinds of surveys.

Unfortunately, to the best of our knowledge, a comprehensive theoretical framework
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for nonprobability survey participation is still a desideratum in the area of survey

research. Such a framework would have to clearly disentangle the multiple steps

involved in nonprobability survey participation: (1) It needs to provide rationales

for why people join opt-in online panels, and (2) it needs to explain on what basis

panel members decide for participating in a given survey or not. Relatedly, further

research should be undertaken to enhance our understanding of recruitment for opt-

in online panels and participation in nonprobability surveys, and how these processes

induce selection biases in survey outcomes. Ultimately, this research should foster the

theory-guided enhancement of post-survey adjustments for nonprobability surveys.

Notwithstanding the limitation that applying the six step strategy in empirical case

studies did not succeed in reducing selection biases in estimates obtained from two

nonprobability surveys, two findings should be acknowledged. First, adjusting the

nonprobability survey data with basic socio-demographic weights did not succeed

in decreasing biases in estimates of voting behavior. Even worse, applying such

standard weights, as they are often distributed by survey agencies, amplified biases in

the estimates of voting behavior compared to estimates from the unadjusted survey

data. We take this finding as another cautionary note to survey researchers that

misspecification in adjustment models can exacerbate biases in estimates, which may

ultimately lead to erroneous conclusions from survey data analyses.

Eventually, the results of our study demonstrate the key role of extending our under-

standing of selection processes in participation decisions for advancing our knowledge

on how to improve adjustments for nonprobability surveys and, as a consequence, to

decrease biases in estimates from these data.
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5 General Conclusion and Discussion

Looking back, survey sampling has undergone significant changes since Neyman’s

groundbreaking article in 1934 (Neyman, 1934). Notwithstanding decreasing re-

sponse rates, rapidly increasing costs for fielding probability based surveys (Brick,

2011; Bethlehem, 2016), and technological changes that gave rise to nonprobability

based approaches to sampling (Baker et al., 2010; Callegaro et al., 2014; Cornesse

et al., 2020), probability sampling remain the fundamental framework for survey sam-

pling (Groves et al., 2009; Brick, 2011). Probability sampling gained its dominant

position in social sciences through the combination of survey sampling and statistical

inference and these qualities remain its strength (Smith, 1976; Groves et al., 2009;

Brick, 2011; Bethlehem, 2016). But the challenges posed to the framework of proba-

bility sampling led to a coexistence of both probability and nonprobability sampling

approaches in survey practice. In this dissertation, I addressed this coexistence and

the methodological challenges that arise from the dual framework by providing three

key contributions.

In chapter two, I compared estimates derived from four surveys that differed in survey

mode and survey sampling across a wide range of statistical measures and analyses.

The results consistently showed that decisions made by survey researchers on mode
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and sampling affect the outcomes of data analysis and thus, have significant implica-

tions for the results derived therefrom. Placing this finding within the wider context

of the coexistence of probability and nonprobability sampling approaches, this study

highlights the importance of investigating differences in sample selection and the

potential introduction of errors resulting from the use of different sampling strate-

gies. The empirical evidence presented underscores the necessity of methodological

improvements in both probability and nonprobability sampling approaches.

Chapters three and four tackle these needs. Chapter three addresses some of the

challenges faced by probability sampling, such as high survey costs and the inability

to directly sample individuals for Web surveys. The chapter presented the text-to-

Web recruitment approach as a cost-effective and easily implemented method for

directly sampling, inviting, and surveying respondents via their smartphones.

Our findings indicate the feasibility of this approach, but also its limitations. Notably,

there was a significant loss of numbers during the RDD sampling process and a low

response rate. Consequently, our implementation of a text-to-Web recruitment may

not be universally applicable for general population surveys. However, it could serve

as a baseline study to tackle the persistent challenges of rising survey costs, declining

response rates, and the need for an efficient way to integrate probability sampling

with Web surveys.

Further research is needed to fully explore the potential of text-to-Web recruitment.

For instance, this approach holds great promise in cases where individuals are sam-

pled from a list that includes cell phone numbers, potentially addressing the chal-

lenges encountered in the RDD sampling process. When sampling individuals from a

list, researchers may have access to background information about both respondents
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and non-respondents. This presents an opportunity to investigate two important

questions: 1) Is it feasible to invite and survey respondents directly via their smart-

phone when sampling from a list? 2) Does this survey invitation mode work better

for certain subgroups of the population than others? To explore these questions, a

suitable database is the nation-wide voter file for the US, which is accessible via a

commercial vendor. This database includes data from all voting registries in the US

and provides additional variables, including cell phone numbers for registered voters.

To investigate the feasibility of the text-to-Web approach and explore who partic-

ipates in such surveys, researchers could use the following analysis strategy: First,

they could systematically describe the approach and highlight potential challenges.

Second, they could compare respondents from the text-to-Web survey with non-

respondents from the sampling frame using a range of sociodemographic variables

and variables that capture political behavior. This would allow for an exploration

of response patterns, correlations with responding to text messages, and possible

nonresponse bias. Overall, such a study would contribute to our understanding of

the generalizability of data collected using text-to-Web recruitment for list-based

population studies.

In Chapter four, we proposed a six-step selection strategy for adjustment variables

that accounts for high correlations with survey participation and questions. This

strategy aimed to improve inference based on nonprobability samples for general

population surveys. While promising, our findings revealed that the method did not

achieve the desired outcome of minimizing bias in estimates derived from nonprob-

ability survey data. Our results consistently demonstrated that applying enhanced,

theory-based weights did not significantly mitigate selection biases in the estimates.

The poor performance of the enhanced, theory-based weights could be explained by
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the weak correlations of the selected adjustment variables with measures of survey

participation. The more fundamental problem here may be that traditional survey

participation theories used to justify the selection of adjustment variables are not

applicable to nonprobability samples with recruited respondents from opt-in online

panels.

This insight highlights the borader point that nonprobability sampling lacks a well-

defined theoretical explanation of survey participation. To enhance the applicability

of nonprobability surveys, further research is needed to understand why individuals

choose to become members of opt-in online panels and participate in surveys. To date,

only a few studies have sought to understand what brings people to join opt-in online

panels and how they decide whether or not to participate in specific surveys (Brüggen

et al., 2011; Keusch et al., 2014). However, a consolidated theoretical model that

explains survey participation in nonprobability samples is missing. A theory aimed

at explaining survey participation for nonprobability surveys must clearly distinguish

between two steps: (1) why people join opt-in online panels and (2) why they decide

to participate in a given survey.

One possible approach to developing a theory aimed at explaining survey participa-

tion for nonprobability surveys could be split into two steps: First, one could apply

a qualitative research approach and conduct focus group interviews with individuals

who volunteered to become members of opt-in online panels by registering on an

Internet platform and non-members of opt-in online panels who did see the adver-

tisement, but did not register. With this, one could evaluate basic motives for and

against becoming a member of an opt-in online panel. Further, it would be infor-

mative to conduct those interviews with online panel members who differ in their

survey participation behavior. This would allow to get insights into motives not only
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for becoming a member in an online panel, but also for the decision to participate in

a given survey. For this purpose, one could include members of the online panel who

participate in many surveys and members of the online panel who participate in few

surveys in the focus groups. These interviews could serve as a basis for developing a

theory of response behavior in online panel nonprobability surveys.

Subsequently, the theory should be tested empirically. For this purpose, it would

be useful to compare the newly developed theory with traditional survey response

theories. A possible study design could be to include new-developed items explaining

survey participation in nonprobability surveys and items explaining survey response

from traditional theories in one survey. Both respondents recruited from self-selected

opt-in online panels and respondents recruited using probabilistic random sampling

should be invited to participate in this survey. This approach allows to systematically

compare the extent to which response behavior in nonprobability surveys differs

from response behavior in traditional surveys. This yields new insights into why

individuals (1) become members of online panels and (2) participate in surveys.

To summarize, this dissertation revealed that the differences between probability and

nonprobability sampling not only exist in theory but can be observed empirically as

estimates obtained from different survey samples substantially differ (chapter two).

It highlighted the need for methodological enhancement in both probability and

nonprobability sampling. In response, we introduced a new approach for probability

sampling to reduce survey costs and make it more applicable to Web surveys (chapter

three). At the same time, the findings highlighted the need to better understand self-

selection mechanisms in nonprobability sampling to minimize selection bias (chapter

four). Thus, this dissertation advances the development of both probability and
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nonprobability sampling, making them more suitable for the challenges faced by

survey sampling today and in the future.

But what will this future look like?

I conclude with a quote of Brick (2011) who attempts to answers this question:

“One thing we are confident about is that the future of sampling will be

dynamic. Our society has continually expanding needs, and the scientific

progress in society is extraordinary. Survey sampling is surely going to

undergo changes, and the changes might be larger in scope than antici-

pated here. While change is certain to occur, we are much less confident

about the specific path the future will follow” (Brick, 2011, p. 886).
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6 Appendix

A. Would electoral resarch show different findings if

we replaced probability face-to-face surveys with

cheaper alternatives of data collection?

A.1 Data availability and replication materials

The data underlying chapter two are available at the GESIS data repository and

can be accessed at [gesis.org] (GLES, 2019a,b, 2022a,b). The replication mate-

rials can be accessed through the Open Science Framework (OSF) repository at

[https://osf.io/c54pz/files/osfstorage]. Within this repository, a dedicated folder con-

tains comprehensive information on the data processing, variable operationalization,

and data analysis procedures.
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A.2 Overview of replicated models

I utilized the classification framework proposed by Smets and van Ham (2013) to cat-

egorize the models according to the broad theoretical models of individual-level voter

turnout. To facilitate this process, I obtained the coding scheme from Smets and van

Ham (2013). Table 6.1 provides an overview of the models replicated in Chapter 2

(Green and Shachar, 2000; Lyons and Alexander, 2000; Highton and Wolfinger, 2001;

Holbrook et al., 2001; Clarke et al., 2002; Goldstein and Ridout, 2002; Mughan and

Lacy, 2002; Mutz, 2002; Perea, 2002; Aarts and Semetko, 2003; Jackson, 2003; Blais

et al., 2004; Heath, 2004; Rubenson et al., 2004; Anduiza–Perea, 2005; Chong and

Rogers, 2005; Adams et al., 2006; Leighley and Nagler, 2007; Malhotra and Krosnick,

2007; Sanders et al., 2007; Wass, 2007; Killian et al., 2008; Pattie and Johnston, 2009;

Stevens, 2009; Yoo, 2010). Additionally, it presents the independent variables as well

as the control variables employed in each model1.

1A detailed description on the operationalization of the variables can be accessed at
[https://osf.io/c54pz/files/osfstorage].
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Table 6.1: Overview of replicated models

Study

Broad

theoretical

model

DV IV CV Hypothesis GLES:DV GLES:IV GLES:CV

Aarts and

Semetko

(2003)

ressource reported

turnout

television use age How media

use influences

voter turnout

voting

intention

reading

popular

newspapers

age

education reading high

quality

newspapers

education

political

interest

watching

public TV

political

interest

watching

private TV

watching TV

news

Adams

et al. (2006)

socialization alienation black How the

perception of

candidates

influences

voter turnout

voting

intention

political

efficacy

political

efficacy

voted in

previous

election

voted in

previous

election

education166
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Table 6.1: Overview of replicated models (continued)
Anduiza–

Perea

(2005)

mobilization reported

turnout

attention to

content

age How the

attention to

election

camapign

influences

voter turnout

voting

intention

interest in

campaign

Age

attention to

media

interest in

politics

reading news interest in

politics

talks about

election

party

closeness

watching TV

news

left-right Self

placement

evaluation of

campaign

left-right Self

placement

talking about

politics

evaluation of

economic

situation

contacted by

party

evaluation of

political

situation

evaluation of

campaign

changes in

evaluation of

political

situation

evaluation of

economic

situation

changes in

evaluation of

economic

situation

changes in

evaluation of

economic

situation
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Table 6.1: Overview of replicated models (continued)

Blais et al.

(2004)

ressource reported

turnout

age How the

affiliation to a

specific

generation

influences

voter turnout

voting

intention

babyboomer

age suqared generation 60s

babyboomer generation 70s

generation 60s age

generation 70s age squared

period post 90

seasonal

elections

Blais et al.

(2004)

ressource reported

turnout

babyboomer sense of duty How the

affiliation to a

specific

generation

influences

voter turnout

voting

intention

babyboomer sense of duty

generation 60s attention to

politics

generation 60s attention to

politics

generation 70s generation 70s

Blais et al.

(2004)

ressource reported

turnout

age education How the

affiliation to a

specific

generation

influences

voter turnout

voting

intention

age education
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Table 6.1: Overview of replicated models (continued)
age2 gender age2 gender

babyboomer union member babyboomer union member

generation 60s religiosity generation 60s religiosity

generation 70s region generation 70s region

period post 90 foreign born foreign born

seasonal

elections

Non european

orgin

married

married income

income

Chong and

Rogers

(2005)

ressource voted in

primary

helped voter

registration

How campaign

activities

influences

voter turnout

voting

intention

attended a

demonstration

went to

political

meeting

signed a

petition

gave money to

candidate

picketed,

boycoted

campaigned

for black

candidate

worked for

party

worked for

party

0

contacted a

public official

0

signed a

petition

0
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Table 6.1: Overview of replicated models (continued)
attended a

demonstration

0

picketed,

boycoted

0

Clarke

et al. (2002)

rational choice turnout general

incentives

age How influence

and benefits

of voting

influence voter

turnout

voting

intention

efficacy age

influence-

discounted

benefits

disability party-positive gender

costs ethnicity party-negative region

personal

benefits

gender civic duty

democracy

satisfaction

region socal class

social norms education

civic duty election

interest

cognitive

engagement

democracy

satisfaction

election

interest

political

knowledge

civic

voluntarism

education
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Table 6.1: Overview of replicated models (continued)

socal class

party

mobilization

equity fairness

relative

deprivation

social capital

social trust

Goldstein

and Ridout

(2002)

mobilization voting contacted by

party

south How contact

during

electoral

campaign

influence voter

turnout

voting

intention

contacted by

party

income

income union member

union member strength of

party ID

strength of

party ID

married

married interest in

politics

interest in

politics

political

efficiacy

political

efficiacy

voted in

previous

election
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Table 6.1: Overview of replicated models (continued)
voted in

previous

election

region

house

competiveness

senate

competiveness

Green and

Shachar

(2000)

rational choice voter turnout turnout

previous

election

discussion How voting in

previous

election

influence voter

turnout

voting

intention

turnout

previous

election

net-feelings

group

membership

worked for

party

political

efficacy

contacted by

party

personal trust discussion

length of

residence

organization

member

education political

efficacy

family income education

race family income

marital status marital status

home

ownership

region

south/nonsouth age

age age2
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Table 6.1: Overview of replicated models (continued)
age2

Heath

(2004)

ressource voting Ethnic age How perceived

costs and

benefits of

participation

influence

political

participation

voting

intention

political

efficacy

age

0 costs age2 uni age2

0 benefits gender alevel gender

0 uni GCSE

0 alevel interest in

politics

0 GCSE Party ID

0 knowledge satisfaction

with

democracy

0 SOCCAP

0 attention

0 influence

0 Party ID

0 political trust

0 democracy

satisfaction173
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Table 6.1: Overview of replicated models (continued)
Highton

and

Wolfinger

(2001)

ressource turnout (<25) residential

stability

gender How life-cycle

effects

influence voter

turnout

among young

adults (<25y)

voting

intention

(u25)

married gender

marital status family income labor force

status

family income

home

ownership

education student education

labor force

status

family income age-18

student status education age-20

living with

parent(s)

age-22

Age

Holbrook

et al. (2001)

psychological voter turnout attitude: both

positive

political

efficacy

How favorable

and

unfavorable

beliefs on

attitudes

toward

presidential

candidates

influence voter

turnout

voting

intention

attitude: both

positive

education

attitude: both

negative

age attitude: both

negative

political

efficacy
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Table 6.1: Overview of replicated models (continued)
|Attitude1 -

Attitude 2|

age2 |Attitude1 -

Attitude 2|

age

|Attitude1 -

Attitude

2|xboth

positive

black |Attitude1 -

Attitude

2|xboth

positive

age2

|Attitude1 -

Attitude

2|xboth

negative

mexican-

american

|Attitude1 -

Attitude

2|xboth

negative

region

puerto-rican income

southern party id

strength

border state contacted by a

party

income care about

election

home

ownership

employed

years lived in

community

unemployed

employed

unemployed

party id

strength

perception of

closeness of

election
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Table 6.1: Overview of replicated models (continued)
contacted by a

party

care about

election

Jackson

(2003)

ressource turnout 2nd income

quartile

How deficit on

socioeconomic

status and

social-

connectedness

influence vote

turnout

voting

intention

2nd income

quartile

3rd income

quartile

3rd income

quartile

4th income

quartile

4th income

quartile

some college some college

college college

advanced

degree

advanced

degree

female female

age age

age2 age2

0 1-2 year

resident

unemployed

3-4 year

resident

not in labor

force
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Table 6.1: Overview of replicated models (continued)
5+ year

resident

home owner

unemployed

retired or

disabled

not in labor

force

pre 1980s

immigrant

1980s

immigrant

1990s

immigrant

African-

American

American

Indian

Aisna-

American

Mexican-

American

Puerto Rican

Cuban

American

Central or

South

American
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Table 6.1: Overview of replicated models (continued)
Other spanish

Killian

et al. (2008)

rational choice turnout pocketbook

evaluations

political

efficacy

How

pocketbook

and

sociotrophic

considerations

influence vote

turnout

voting

intention

pocketbook

evaluations

political

efficacy

sociotropic

evaluations

strength of

partisanship

sociotropic

evaluations

strength of

partisanship

education education

age age

income income

race gender

gender

Leighley

and Nagler

(2007)

mobilization turnout union member family income How union

membership

and union

strength

influence vote

turnout

voting

intention

union member family income

union density education education

union strength age age

age2 age2

male male

black married

married
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Table 6.1: Overview of replicated models (continued)
Lyons and

Alexander

(2000)

ressource turnout Membership

in cohort one

(born prior to

1932)

south How cohort

memebership

influence vote

turnout

voting

intention

Membership

in cohort one

(born prior to

1932)

age

nonwhite income third

age education

beyond high

School

income third number of

contacts

initiated by

parties

education

beyond high

School

number of

likes and

dislikes about

the candidates

number of

contacts

initiated by

parties

number of

likes and

dislikes about

the parties

number of

likes and

dislikes about

the candidates

strength of

party

identification

number of

likes and

dislikes about

the parties

amount of

interest in the

election
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Table 6.1: Overview of replicated models (continued)
strength of

party

identification

care about the

outcome of

presidential

election

amount of

interest in the

election

region

care about the

outcome of

presidential

election

Malhotra

and

Krosnick

(2007)

ressource vote party ID 0 How survey

mode and

sampling

influence

reported

turnout

voting

intention

party ID

presidential

job approval

sociotropic

retrispective

Iraq worth it pocketbook

retrospective

sociotropic

retrispective

gender

pocketbook

retrospective

education

male age

black

high school

some college
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Table 6.1: Overview of replicated models (continued)
college

graduate

age

Mughan

and Lacy

(2002)

rational choice abstain insecure about

American jobs

How job

insecurity

influence vote

turnout

voting

intention

insecure about

own job

party

insecure about

own job

republican national

economy

worse

trade-union

national

economy

worse

democrat personal

finances worse

gender

personal

finances worse

conservative education

disapprove of

clinton on

economy

liberal income

union

household

age (18-29)

female age(30-44)

white age(45-64)

high school

graduate

some college

college

graduate

income
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Table 6.1: Overview of replicated models (continued)
age (18-29)

age(30-44)

age(45-64)

Mutz

(2002)

mobilization intent to vote cross-cutting

exposure

political

interest

How networks

with political

disagreement

influence vote

turnout

voting

intention

cross-cutting

exposure

political

interest

frequency of

political talk

education frequency of

political talk

education

size of

network

republican size of

network

party

membership

democrat age

age income

income gender

race

gender

political

knowledge

minor children

Pattie and

Johnston

(2009)

mobilization self-reported

turnout

Number of

political

discussants

age group How networks

with political

disagreement

influence vote

turnout

voting

intention

Number of

political

discussants

age

number of

discussants

disagreeing

class number of

discussants

disagreeing

class
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Table 6.1: Overview of replicated models (continued)
education 0 education

gender 0 gender

partisanship 0 partisanship

interest in

election

0 interest in

election

when people

like me vote,

they can

really change

the way

Britain is

governed

0

Perea

(2002)

psychological turnout individual

incentives

How

individual

characteristics

and

institutional

incentives

influence vote

turnout

invote individual

incentives

compulsory

voting

preference

expression

voting

facilities

preference

expression

Rubenson

et al. (2004)

ressource turnout age How the age

gap influence

vote turnout

voting

intention

age 0
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Table 6.1: Overview of replicated models (continued)
income income 0

education education 0

new

immigrant

religiosity 0

religiosity married 0

married male 0

male age x income 0

age x income age x

Education

0

age x

Education

0

Rubenson

et al. (2004)

mobilization turnout party

identification

age How the age

gap influence

vote turnout

voting

intention

party

identification

age

contacted

during

campaign

income contacted

during

campaign

income

negative party

Sentiment

education negative party

Sentiment

education

political

cynicism

new

immigrant

political

interest

religiosity

ge x cynosism religiosity political

information

married

political

information

married male

political

interest

male age x Income
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Table 6.1: Overview of replicated models (continued)
age x Income age x

Education

age x

Education

Sanders

et al. (2007)

institutional turnout efficacy x

collective

benefits

How the

survey mode

influence

reported

turnout

voting

intention

political

efficacy

personal

benefits

costs civic duty

civic duty democracy

dissatisfaction

democracy

dissatisfaction

election

interest

election

interest

party

mobilization

party

mobilization

age

relative

deprivation

education

social norms gender

social trust social class

age region

education

ethnicity(white)

gender(male)
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Table 6.1: Overview of replicated models (continued)

social class

region

Stevens

(2009)

ressource turnout logged volume

of exposure to

negative adds

age How the

proportion of

negative

advertising

influence vote

turnout

voting

intention

news viewing age

proportion of

negative ads

to which

exposed

african-

american

newspaper

reading

gender

total spots in

market

female income

local news

viewing

income strength of

partisanship

newspaper

reading

education mobilized

political

information

strength of

partisanship

mobilized

house race

competitive

senate race

competitive
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Table 6.1: Overview of replicated models (continued)
presidential

race

competitive

Wass (2007) ressource turnout age gender How age,

generation

and period

influence vote

turnout

voting

intention

age gender

age2 age2

generation of

reconstruction

generation-

reconstruction

generation of

transforma-

tion

generation-

transformation

generation of

suburban

generation-

suburban

generation of

individual

choice

generation-

individual

period

Yoo (2010) psychological turnout ambivalence How

ambivalence

and

indifference

influence vote

turnout

voting

intention

ambivalence
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Table 6.1: Overview of replicated models (continued)
ambivalence-

Squared

ambivalence-

Squared

PID strength PID strength

concern of

Election

Outcome

concern of

Election

Outcome

political

knowledge

political

efficacy

external

Efficacy

education

internal

Efficacy

contacted by

Party

education

contacted by

Party

perceived

closeness of

election

Note: DV = dependent variable; IV = independent variable; CV = control variable. Classification of broad theoretical models according to Smets and

van Ham (2013).
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B. Exploring the feasibility of recruiting respondents

and collecting Web data via smartphone: A case

study of text-to-Web recruitment for a general

population survey in Germany

B.1 Data availability and replication materials

The data underlying this study, and the software code with which the data were

analyzed, are available in the Open Science Framework (OSF) repository and can be

accessed at [https://osf.io/fjenk/]. Within this repository, a dedicated folder contains

comprehensive information on the data processing, variable operationalization, and

data analysis procedures.

B.2 Sampling: Detailed information about the way we

implemented mobile RDD sampling

To minimize the proportion of unassigned numbers in our sample, we implemented a

two- step procedure when generating a random selection of cellphone numbers. First,

we used the GESIS sampling frame, from which we chose a simple random sample

of numbers. This sampling frame was developed for scientific purposes in Germany

in 2009 by Häder and Gabler to improve the sample quality of mobile RDD samples,

and it does not contain banks of numbers that belong entirely to businesses and

technical services or numbers that have not yet been assigned to customers (Häder
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et al., 2009a; Häder and Sand, 2019). The sampling frame has been developed and

improved continuously since then (for more information, see Häder et al., 2009b;

Häder, 2016).

To further reduce the proportion of unassigned numbers, home location register

(HLR) lookups were conducted as a second step. These HLR lookups enabled us

to check whether a number was accessible without having to contact it (for detailed

information on HLR lookups in the German telephone networks, see Sand, 2017).

When a lookup is successful, more than 98% of the numbers can be classified as ei-

ther assigned or unassigned. Earlier findings regarding HLR lookups in the German

cellular networks show that about 50% of numbers are unassigned (Sand, 2017). This

corresponds approximately to the proportion of unassigned numbers found in the suc-

cessful HLR lookups conducted within the framework of our study: over 50% of the

numbers (16,764) were removed from the sample because they were not assigned.

B.3 Text message invitation: Detailed information on the

sending of the text messages

To try to find an explanation for why only 6,016 of the 13,338 SMS sent could

be successfully delivered, we undertook some investigations. Generally speaking,

there are a number of possible reasons why SMS messages cannot be delivered—for

example, phones are out of area over a longer period, or numbers are unassigned

(Steeh et al., 2007). In our study, however, we observed that the percentage of

delivered text messages did not remain constant over time. Whereas between 82%

and 55% of the SMS messages sent in each of the first eight tranches could be
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successfully delivered, this percentage dropped sharply to values between 24% and

20% between the ninth and the 14th tranche. Based on this observation, we suspect

that there were other systematic reasons behind the large proportion of undelivered

text messages. Figure 5.1 shows the proportion of delivered text messages over

time.

Figure 6.1: Proportion of delivered text messages over time.

One explanation for the high rate of undelivered text messages is that our invitation

SMS were blocked by the network operators. As SMS have been used increasingly for

advertising purposes in recent years, such “carrier filters” have become a common

instrument employed by some network operators to filter spam SMS (for detailed

information, see Carvalho, 2015). However, the assumption that our SMS were

marked as “spam” could not be confirmed based on the information available to us,

so that we could distinguish only between delivered and undelivered SMS.
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As it is not known whether the 7,322 numbers to which the messages were not

delivered were assigned to mobile phones, we decided to classify them in accordance

with (AAPOR, 2016) as unknown eligibility (see table 3.1 in section 3.2.3). By

contrast, because delivery reports can be regarded as indicators of working numbers

(Callegaro et al., 2007), the 6,016 numbers to which invitations were delivered were

classified as eligible units.

B.4 Web survey: Detailed information on the identification of

non-human accesses to our survey landing page

To detect bots in our survey, we compiled a list of known bots and crawlers (Monper-

rus, 2019) and compared it with the user agents (UAs) collected in our survey. One

explanation for the fact that the landing page of our survey was accessed by various

bots is that we embedded an impersonalized link in the SMS. Therefore, access to

our survey was not protected by password. Rather, the link was freely available on

the Internet and could be accessed multiple times.

Furthermore, the analysis of the UAs showed that most of the accesses that did not

start the survey came from one single UA (n = 673). As it seemed unlikely to us that

such a high number of accesses were made by one single device, we undertook fur-

ther investigations and discovered that this frequently occurring UA is automatically

transmitted when the link preview for SMS messages on any kind of smartphone is

activated. Including this link preview, we found that a total of 717 accesses were

attributable to bots and link previews . Table 5.2 gives an overview of the identified

non-human accesses to our survey and their UAs.
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Table 6.2: User Agent Strings (UAs) of the identified non-human accesses
User Agent Type Classification n

Mozilla/5.0 (X11; Ubuntu; Linux

i686; rv:24.0) Gecko/20100101

Firefox/24.0

Non-human visit Link preview 673

Mozilla/5.0 (Macintosh; Intel Mac

OS X 10-11-1)

AppleWebKit/601.2.4 (KHTML,

like Gecko) Version/9.0.1

Safari/601.2.4

facebookexternalhit/1.1 Facebot

Twitterbot/1.0

Bot facebookexternalhit 29

Mozilla/5.0 (X11; Linux x86-64)

AppleWebKit/537.36 (KHTML,

like Gecko) Chrome/56.0.2924.87

Safari/537.36 Google

(+https://developers.google.com/+/web/snippet/)

Bot Google+Snippet Fetcher 14

WhatsApp/2.18.341 A Bot WhatsApp 1

Total 717

B.5 Results: Detailed information on the demographic

characteristics and voting intentions of the respondents

In this appendix, we provide the data underlying figures 3.2 and 3.3 in section 3.3.2.

Only valid values are reported.
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Table 6.3: Gender distribution of our respondents
n Proportion

Male 73 0.53

Female 64 0.47

Total 137

Table 6.4: Age distribution of our respondents
n Proportion

29 years and younger 62 0.45

30 to 44 years 31 0.23

45 to 59 years 28 0.21

60 years and older 14 0.1

Total 135

Table 6.5: Educational level of our respondents
n Proportion

Low 37 0.27

Medium 32 0.24

High 66 0.49

Total 135

The classification of education into the categories low, medium, and high was based

on the variable highest level of general education. The levels were as follows:

1) low: finished school without a school leaving certificate, obtained the lowest

formal qualification in Germany’s three-tier secondary school system after 8
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or 9 years of schooling (Hauptschulabschluss, Volksschulabschluss), or still in

general education;

2) medium: obtained an intermediary secondary qualification after 10 years of

schooling (Mittlere Reife, Realschulabschluss or Polytechnische Oberschule mit

Abschluss 10. Klasse);

3) high: obtained a qualification entitling the holder to study at a university of

applied sciences (Fachhochschulreife) or a general higher education entrance

qualification entitling the holder to study at any higher education institution

(Hochschulreife).

Table 6.6: Voting intentions of our respondents
n Proportion

CDU/CSU (Christlich Demokratische Union / Christlich-Soziale Union) 14 0.17

SPD (Sozialdemokratische Partei Deutschlands) 6 0.07

FDP (Freie Demokratische Partei) 5 0.06

Bündnis 90/Die Grünen 20 0.25

DIE LINKE (die Linke) 11 0.14

AfD (Alternative für Deutschland) 14 0.17

Other 11 0.14

Total 81
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C: Enhancing model-based adjustments of

nonprobability surveys: Selecting auxiliary variables

based on theoretical assumptions about their

association with survey participation and variables of

interest

C.1 Data availability and replication materials

The data underlying chapter four are available at the GESIS data repository

and can be accessed at [gesis.org] (GLES, 2022, 2023). The replication materi-

als can be accessed through the Open Science Framework (OSF) repository at

[https://osf.io/w3djp/files/osfstorage].

C.2 Study I: Operationalization of survey participation and

political attitudes and behavior

We compute indicators with items available in the GLES data to operationalize polit-

ical attitudes. To measure conservative attitudes as well as trust in institutions, we

follow the operationalization by a recently published study that uses these indicators

(Steiner et al., 2022) and also relies on GLES data. To measure whether a respon-

dent holds conservative attitudes, we use items on the integration of immigrants, the

European Union, gender equality, and climate change, measured on a 7 point scale.

To measure trust in institutions, we use items on trust in the parliament, the Federal
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Constitutional Court, the armed forces, and trust in politics, measured on a 5 point

scale. We use principal component analysis to compute factors used in the analysis.

To measure populist attitudes of the respondents, we use the approach introduced

by Wuttke et al. (2020) and first compute the score of each subdimension of populist

attitudes (antielitism, sovereignty, homogeneity) and then compute the product of

each subdimension. For voting behavior, we dichotomized the reported voting be-

havior in voting for a conservative/populist party or not. A detailed overview of

the operationalization and factor analysis can be accessed through the Open Science

Framework (OSF) repository: [https://osf.io/w3djp/files/osfstorage].

For survey participation, we used the following item to measure whether respondents

belief voting is a civic duty, measured on a five point scale (strongly agree - strongly

disagree): ” In a democracy, it is the duty of all citizens to vote regularly in elections.”

The attention check implemented was as follows: “To make sure that this survey is

being filled out by a human, please click here on ‘disagree’.”

C.3 Study II: Operationalization of survey participation and

political attitudes and behavior

To measure internal political efficacy, we use the short-scale introduced by

Beierlein et al. (2014). For political knowledge, we do not have measures in

our dataset. Therefore we cannot compute any correlation coefficients. For

voting behavior, we dichotomized the reported voting behavior/voting intention

in voted or not. A detailed overview of the operationalization and factor anal-

ysis can be accessed through the Open Science Framework (OSF) repository:
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[https://osf.io/w3djp/files/osfstorage].
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